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Section 1

Introduction

A destination directed packet switch (DDPS) for future advanced satellite

communications employs a simple routing concept based on the routing information

contained in individual packet headers. Several institutions, including the Lewis

Research Center of National Aeronautics and Space Administration, are currently

developing a proof-of-concept DDPS to exploit its capabilities for providing future
multimedia user services. One critical issue in DDPS development is a procedure of

testing such a system under various simulated traffic environments. Although some

commercial test equipment are currently available for testing general purpose switching

systems and Asynchronous Transfer Mode (ATM) switches, they are often constrained

by simple traffic models, fixed packet formats, and no dynamic control of traffic sources.

The purpose of this study is to investigate a design concept of traffic generator to be

used for tesing an on-board DDPS in a testbed environment.

The major functions of the DDPS testbed include traffic generation, verification of

switching/traffic management protocols, and performance measurements. To test a

high-speed DDPS, the traffic generators must be capable of creating an actual traffic

load with different characteristics in real time. These traffic generators can generate

traffic patterns, which emulate the behaviors of real traffic sources, for testing the

switching function of the DDPS and incorporate a traffic source response procedure to
congestion for testing congestion control algorithms. Switching and congestion control

are considered to be two of the most critical design elements for an on-board DDPS [1-1].

In addition, the traffic generators can be used to evaluate switch performance, properly

size the on-board buffer, evaluate the performance of traffic management functions such

as admission control, priority control, and capacity allocation for sources with different
characteristics, and measure the traffic performance through the satellite network.

In this study, two types of traffic sources are considered: voice and data. Various

queueing modeling techniques are investigated to characterize a single source and

multiplexed traffic sources, which include a constant bit rate process, Poisson process,

Geometric process, batch Poisson process, Hyperexponential process, on-off process, and
modulated Markov Poisson process. The stochasticprocess parameters for a singlevoice

channel are well documented; however, it is not easy to choose the parameters for

multiplexed voice and data traffic.To aid the user to selectthe stochastic process

parameters, alternativeprocedures of fittingthe measurement resultsfrom real traffic

sources to a queueing model are alsoaddressed.

The report includes alternate approaches of implementing a trafficgenerator. The

hardware/software requirements fordifferentapproaches are compared. The necessary

modification ofthe trafficgenerator toincorporate a trafficsource response procedure to

congestion is addressed. Also presented are the configuration for the testbed and the

functionalitiesofits components, including trafficgenerators, a network simulator, a

network controller,and packet receivers.
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This report isorganized as follows.

Section 2 describes the satellitenetwork requirements which inalude the reference

network architecture and packet formats and includes suggestions for the development

of a refined archtiectrue. It also summarizes the key functional requirements and

features ofthe trafficgenerator.

Section 3 presents a number of queueing models to characterize data and voice traffic

patterns. Alternate procedures of fittinga measured trafficpattern from real data

trafficsources to a queueing model are alsodescribed.

Section 4 provides a trfficanalysis forthe DDPS based on trafficgenerator prameters.

The analysis procedure is used to select traffic generator parameters to induce switch

congestion in a controlled manner. An overall control procedure for DDPS testing based

on analysis and synthesis techniques isdescribed.

Section 5 discusses different approaches of implementing a trafficgenerator. The

hardware/software requirements for alternate approaches are compared. The

configuration of the testbed and its components, which include trafficgenerators, a

network simulator, a network controller,and packet receivers,are described.
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Section 2

Re. uirements Anal sis

This section presents a description of the underlying network architecture for the data

generation study, general requirements for the traffic simulator, and technical

considerations. Analyses of key system requirements in terms of their implications and

impacts on simulator design are alsoaddressed.

2.1 Underlying Network Architecture

The work performed in this study assumes the network architecture described in

Reference [I-i]. The satellite network under consideration operates at the 30/20-GHz

frequency band and provides flexible, low-cost mesh VSAT services to users located in

the continental United States (CONUS). The satellite antenna coverage consists of

eight fixed uplink beams and eight hopping downlink beams, where each downlink

beam visits eight dwell locations. In addition, the system may include intersatellite

links (ISLs) to support direct connection to other regions of the world. An on-board

baseband processor (OBP) provides connectivity among uplink and downlink beams as
well as ISL transmission. Figure 2-1 depicts the system concept.

The network provides voice, data, facsimile,datagram, teleconferencing, and video
communications services. To support these services, the system employs multi-
frequency time-division-multiple-access (MF-TDMA) for uplink transmission and burst
TDM for downlink. Each uplink beam contains thirty-two 2.048-Mbit/s TDMA carriers

(an aggregate transmission rate of 67 Mbit/s) with a frame period of 32 ms. Downlink

transmission is single-carrierTDM with the same capacity and frame period as the

uplink beam. The actual transmission rates for uplink and downlink will be higher

than the rates given above due to FEC coding and overhead.

On-board trafficrouting isperformed by a destination directed packet switch (DDPS),

which routes uplink data packets to the proper downlink beams according to the routing

information contained in the packet headers. The packet consists of 2048 bits,

corresponding to a 64 kbit/scapacity for a periodictransmission of once per frame (i.e.,

2048 bits/32ms = 64 kbit/s).To minimize the amount ofon-board storage, each packet

istransmitted in sixteen subpackets, where a subpacket consists of 128 bits. The first

subpacket isa packet header, and the other fifteensubpackets contain user information.

This results in a user information rate of 60 kbit/sfor a periodic transmission. The

frame structure and packet format are also shown in Figure 2-1. Since the proposed

system employs bit synchronous burst timing,no burst preamble isneeded. (Note that

the actual system may require a minimum ofone symbol guard time between bursts to

accommodate a non-ideal burst transient response. Also, a larger guard time must be

allocatedforinitialtransmit timing acquisition.)

-3-
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The on-board switch performs the following functions. During Subframe 1, it _ves

up to 32 header subpackets from each TDMA carrier and stores muting information in a

control memory. The subpackets in Subframe 1 and all subsequent subpackets in
Subframes 2 through 16 are routed to the proper downlink TDM buffers according to the

stored routing information. In the next frame, the control memory is refreshed with the

new muting information contained in the header subpackets of the new Subframe 1.

Downlink packet transmission is synchronized with subframe timing such that header

subpackets are transmitted in the first downlink subframe followed by 15 information

subpackets in the next subframes. To maintain subframe synchronization, subpackets
are queued in a group of 16 subpackets constituting the origital packet and transmitted
to a dwell area in the next 16 subframes. When congestion occurs, subpackets are

discarded in a group of 16 subpackets for a queued packet. On the other hand, deletion
of new subpackets (not queued subpackets) will occur on the same subpacket slot
number over 16 consecutive subframes to avoid disruption to the order of subpacket

sequence.

The packet header structure is also depicted in Figure 2-1. A few comments are

provided on the proposed structure in the following. The satellite identification field (4
bits) in the destination bits is somewhat redundant, since the position of the beam

identification field uniquely identifies the destination satellite. The header address

provides terminal-to-terminal connection but not information of discriminating different
circuit connections between the terminals. An additional field, such as a virtual channel

number (VCN), may be included in the header to uniquely distinguish different circuit

connections. Special VCNs may be reserved for signaling purposes. Alternately,

terminal port numbers can be used but will not be as flexible as a VCN, since one

physical port may be connected to a number of data terminal equipment (DTE) via a
local area network (LAN). The use of VCN may also eliminate destination and source

terminal identification fields. A further study is recommended on the design of an

optimal header structure.

The DDPS system provides multicastYbroadcast connection to different down]ink beams.
However, to minimize a packet overhead, a multicast packet is broadcast to all dwell

areas of a destination beam. This gives rise a potential problem for multicasting to a

few dwell areas of multiple beams. An extreme case occurs for multicasting to a single
dwell area of each downlink beam. In this case, a single uplink packet will occupy sixty-

four downlink time slots, resulting in a 700-percent wasted downlink capacity. The

problem may be mitigated by a simple algorithm to combine point-to-point and
multicast transmission based on the amount of multicast traffic. Alternately, an on-

board multicast VCN-beam/dwell translation table may be used to alleviate the

problem.

2.2 Requirements for Traffic Simulators

The main objectofthisstudy isto develop a procedure of generating realistictrafficfor

the purpose of testinga DDPS, in particularthe performance ofthe DDPS forhandling

contention and congestion situations. A possible test configuration for the DDPS is

shown in Figure 2-2. The size of the on-board switch is 8 x 8, corresponding to eight

uplink and eight downlink beams. Data packets routed to a switch output port are

-5-



sorted for downlink transmission according to eight destination dwell areas. Thtts,the

DDPS provides an 8 x 64 beam/dwell area switching f_nction.

TRAFRC
SIMULATOR

TRAFFIC
SIMULATOR

-_ TRAFFIC
SIMULATOR

SIMULATION

--- I

mANNELS BUFFER

-_J L.

ON. O,,O,LJ-- •
SWITCH 2 ____T , L__,..

"REAL-TIME"IR ON
CONTROL & MONITOR

CONGESTI ON STAI"US

NETWORK ICONTROL

Figure 2-2. DDPS Test Configuration

The trafficsimulators generate data packets that represent realisticcommlmlcations

trafficscenarios for the mesh VSAT network. The totaltrafficcapacity of the DDPS is

8192 packets per frame (PPF) which isequivalent to 8 beams x 32 carriers/beam x 2.048

MbWs/carrier = 524.288 Mbit/s. The number of trafficsimulators ranges from eight to

256, each generating 1024 PPF or as littleas 32 PPF. In the testconfiguration using

eight trafficsimulators,each simulator emulates aggregate trafficfrom one uplink beam

at the transmission rate of 65.536 Mbit/s. In the 256-trafficsimulator configuration,a

simulator emulates trafficof a single uplink TDMA carrier at 2.048 MbWs. In this

report, the f'ursttest configuration is considered, since it simplifies simulator

implementation as well as operation of the testbed. The simulator equipment may be

compactly packaged on a singlechassis with eight simulator beards.

The traffic simulator must be capable of generating various trafficpatterns to testthe

performance of the DDPS hardware under nomal and stressed trafficenvironments.

Specifically,the followingfeatures must be incorporated in the trafficsimulator.

;1. The packet headers must be representativeof "real" communications
trafficand be continuously varying in order to emulate "real" traffic
scenarios.
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So

C.

A mechanism for identifying input and output packets must be

developed in order to trace and verify the data flow of a particular
circuit connection.

Upon reception of a congestion notification from the switch, the

packet generator must implement congestion control by modifying

the traffic flow to the particular point of congestion.

d. A mechanism for forcing congestion to occur at any dwell must be

identified.

e. A mechanism for forcing multicasting and broadcasting must be

identified.

For Item a, Section 3 ofthisreportpresents various candidate trafficmodels which have

been used in the past to model realistic traffic flows and recommends a particular model

for potential implementation.

Item b requires the use of a VCN (orother equivalent techniques) and a packet sequence

number (PSN) to uniquely distinguish different circuit connections and to trace a

sequential packet flow or to identify the packets discarded by the switch during

congestion.

Item c may be implemented in conjunction with the network control function. The

network controller,depicted in Figure 2-2,continuously monitors on-board queue status

in the downlink TDM buffer,makes decisions on when to perform congestion control

based on its internal algorithm, and implements satellitelink propagation delay for

congestion control messages to be delivered to the trafficsimulators. The congestion

controlmessage consistsofthe followinT

• Identificationof the downlink beam or dwell area for congestion

control

• Traffic volume adjustment factor a (a > i to increase traffic, a < i to

decrease traffic)

The trafficsimulator simply modifies itstrafficflow based on the congestion control

message supplied by the network controller. In the operational system, the above

congestion controlfunctionsperformed by the network controllermay residewithin user

terminals. However, the proposed technique allows centralized control of the test

configuration and provides flexibilityofchanging a controlmechanism as desire&

Item d may be regarded as a trafficsynthesis problem, i.e.,to set up trafficsimulator

parameters such that congestion occurs at a selectedbeam or dwell area in a controlled

manner. Possibly,the best measure to quantify the degree ofcongestion isa packet loss

ratio (PLR) which isdirectlyrelated to the amount oftrafficflow. Section 4 describes a

procedure of generating a set of trafficsimulator parameters to induce congestion for a

given PLR. The types ofcongestion depend on the structure of downlink TDM buffers.

Ifa common buffer isused for alldwell area trafficwithin a singlebeam and downlink
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time slots are dy_Amlr_lly allocated, then beam congestion occurs. If separate buffers
are allocated for different dwell areas, congestion occurs only in certain dwell areas.

Implication of these alternative buffer designs on congestion control is further
addressed in a latter section.

Item e can be satisfied with incorporation of a multicast indication field in the packet
header.
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Section 3

Traffic Source Queueing Models

Packets arriving at the on-board DDPS are a superposition of packets of different traffic

types (such as data and voice) from ground terminals. The multiplexed, multimedia
trafficoften exhibits complex, bursty, and high-variationpatterns. The nature of some

data traffictypes such as computer communication traffictends to be bursty. Traffic

burstiness can be characterized by the interarrivaltime of successive packets within a

burst. Ithas been recognized that bursty trafficdegrades the switch performance; as a

result, the switch buffer must be sized large enough by considering the traffic

burstiness. The bursty nature of an uplink multiplexed packet stream may resultin

short term network congestion; consequently, the amount of capacity allocated for a

bursty connection must be largerthan thatfor a lessbursty connection. Accurate traffic

source models are crucial for network engineering (e.g. admission control) and

performance evaluation (e.g.packet loss ratioof the switch). In this section,different

trafficsource queueing models fordata,voice and multiplexed streams axe investigated-

To completely analyze the performance of a DDPS, three layers of traffic flows and their
statistical behaviors and interactions need to be modeled. These three layers are calls,

bursts and packets, and they manifest themselves in different time scales. In this

study, only two layers are considered: calls and packets [3-4]. The number of calls
established for each user terminal is part of admission control or traffic management.

For data traffic, it is assumed that the number of connections from a source is fixed.

The data call setup and release traffic model will not be discussed; only packets layers
are discussed. For voice traffic, both layers are addressed. It is assumed that no call

blocking will be experienced by voice calls. Voice call arrivals and voice call duration
follow certain distributions.

This section investigates various queueing models to characterize the packet layer

trafficpattern,i.e.,to generate the packet arrivaltime for differenttrafficsources in the

traffc generator. Ithas been recognized that to build a complete analytical model or

simulation model for differenttraffictypes isextremely difficult[3-1].Complex source

queueing models are simplified in this study for analytical tractabilityand ease of

implementation. Typical parameter values of the queueing models used in the
literature are listedif available. Some trafficmodels are capable of capturing the

burstiness,and others are not. The burstiness and variabilityof these trafficmodels

can be characterized by severalmeasures: the coefficientofvariance and the correlation

between packets such as index ofdispersionforintervalsor counts [3-1][3-2][3-3].

Among the queueing models presented in thissection,the two-state Markov-Modnlated

Poisson process (MMPP) isrecommended formodeling the packet layer trafficpattern.

The two-state MMPP is capable of capturing trafficburstiness and correlationand is

simple for analysis. The two-stateMMPP isalsothe most generalized and widely used

model for bursty trafficand a superposition of packetized voice and data traffic.The

two-state MMPP was used to fitthe measured data from a workstation and the fitting
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result was encouraging [3:3]. Procedures of determining its associated parameters
using measurement data are also discussed.

3.1 Notations

subsection introduces the notations and term.mologies used in this report.

From the traffic source point of view, the packet interarrival time is the interval

between the beginning of the transmission of a packet and the beginning of the
transmission of the previous packet. Clearly, the interarrival time _> packet

transmission (slot) time for a slotted system. From the packet receiver point of view,

the packet interarrival time is the interval between the receiving time of a packet and

the receiving time of the previous packet. The latter definition is adopted in this study.

Let Cn denote the nth packet to arrive at a queueing system, and _n denote the arrival
time for Cn.

tn ffiCn -Cn-i = interarrivaltime between Cn and Cn-1.

Define a random variable t as the interarrival time. Associated with each is a

probability distributionfunction (PDF), i.e.,A(t0) = P(t < to) and a related probability

density function a(t).The firsttwo moments associated with the random variable t are

E[t]and E[t2].The firstmoment is alsoreferred as mean or expected value.

OO

E [t] = _ t a(t) dt,

0

(3-1)

OO

E It 2] = f t 2 a(t) dt,

0

(3-2)

The variance (or dispersion) of random variable t is

var [t] = (at)2 = E [t2]. (E It])2, (3-3)

and the positivesquare rootof the variance iscalledthe standard deviation (_t).

The renewal process is described below. Let {N(t), t >_0} corresponds to a series of points
on the time interval from 0 to infinity. {N(t)} is a renewal process if the interarrival

times between successive points are independently and identically distributed random
variables.

To properly characterize the variabilityand burstiness of differenttrafficmodels, three

measures can be used. The firstisto use the coefficientof variance (CV), defined as the

ratioofstandard deviation to the mean value [3-2]:
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• CV (at)
CoefficientofVariance: = E-_"

(3-4)

CV has a value 0 for the deterministicprocess and I for the Poisson Process [3-1].CV is

useful for observing the variation of individual packet arrival time and comparing the

standard trafficsources, such as deterministic (CV = 0) and Poisson (CV = 1). Most

researchers characterize a trafficsource bursty when itsCV islargerthan 1 (seeFigure

3-1). There isno formal definitionofthe packet arrivalprocess when CV islessthan 1.

Although CV can be used to observe the burstiness ofthe packet arrivalprocess, CV can

not measure the correlationbetween packets.

CV

Bursty Process

1 Poisson Process

Gray Area

0 Deterministic Process

Figure 3-1. Physical Meaning of Coefficient of Variation

The second technique to characterize burstiness is the index of dispersion for intervals

[3-3]. The index of dispersion for intervals (IDI) is a dimensionless quantity and is a

measure of the variations of the sum of packet interarrival times. Consider n random

variables (T1, ..., "In), where a random variable represents the intera__'ival time between

two successive packets. The n-th order IDI is defined as

Index ofDispersion for Intervals(IDI):Jn =
var[T1+ ...+ T.]

n CE[T])2
(3-5)

Let c(h)be the autocovariauce function.

c(h) = cov(Tj,Tj+h) = E[ (Tj - E[T]) (Tj+h - E[T]) ] = E[Tj,Tj+h]- (E[T])2, where h

is an integer.

n-1 j

vat[T1 + ... + Tn] = n var[T] + 2 Z Z c(h)
j=l h=Z

Note ifx and y are uncorrelated random variables, E[xy] = E[x] E[y].

Ifx and y are statisticallyindependent random variables,fxy(X_y)= fx(X)fy(y)and E[xy]

= E[x] Ely],where f0 isthe probabilitydensity function (pdf).
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Clearly, if all n interarrival times are independent, then the variance of the n

interarrival times is equal to n times the variance of the original interarrival time. If

they are correlated,the variance willbe lager than n times the variance of the original

process. The first order of IDI J1 is CV2.

Jn = 0 for alln fora deterministic process,Jn = i foralln forthe Poisson process,and Jn

= constant for all n for the renewal process.

Since the correlationbetween Tj and Tj+h becomes smaller when Ih I becomes larger,Jn

willreach a limit(constant)when n issufficientlylarge.

Remember that Jn is to compute the variance of groups of interarrival times, where the

group size is n. If the variance of the groups of interarrival times is larger than n times
the variance of the original process, it suggests that clnstering of small interarrival

times and large interarrival times occurs in different groups. This situation is largely

due to computer communications protocols such as fragmentation and client/server

paradigm [3-3]. An example of packet interarrival times is illustrated in Figure 3-2.
These interarrival times are used to compute J1 and J2.

0.01 sec 0.5 sec 0.5 sec

I-I I ] ] I

0 1 2 3 4 5 6 7 8 9 10 11 19 20 time

Figure 3-2. Example Used to Compute IDI

First, we compute Jl:

E[T 1] = (10x0.01+ 10x0.5)/20=0.255

E[(T1)2] = (10x0.0001+10x0.25)/20=0.12505

var[T 1] = 0.12505-0.065=0.06005

CV2 = J1 = 0.06005/0.065 = 0.923

Next, we compute J2:

E[TI+T 2] = (5x0.02+ 5xl)/10 = 0.51

E[(TI+T2) 2] = (Sx0.0004+Sx1)/10 = 0.5002

var[Tz+T 2] = 0.5002-0.2601= 0.2401

J2 = 0.2401/2x0.065 = 1.846
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This example clearly illustrates that CV alone is not sufficient to characterize the

packet arrival process. Although CV is equal to 0.96, the packet arrival process shown

in Figure 3-2 is very bursty.

The index of dispersion for counts (IDC) can be used to observe the variation of the

number of packet arrivals in an interval time t and is dimensionless. It is defined as the
ratioofthe variance ofthe number of arrivalsin time intervalt and the mean number of

arrivals in time interval t. (Note from the Little's theorem, E[Nt] = _ t, where Z is the

mean packet arrival rate.)

vadNt]
Index ofDispersion for Counts (IDC): It= E[Nt]

(3-6)

To measure It,the time axis is divided into equally spaced intervals with a value t.

Denote each intervalas a bin. The number of packet arrivalscollectedin one bin isone

sample of Nt. The sample mean and sample variance can be calculated by collectinga

sufficientnumber of samples. It = 0 for a deterministic process and It = 1 for the

Poisson process. In general, the IDC isnot a constant for a renewal process since the

number ofarrivalsin disjointbins iscorrelated.

An example ofcomputing IDC isillustratedin Figure 3-3. The number shown in each

box is the number of packets contained in each bin. The values of the bin are 0.1 sec

and 0.2 sec,respectively.

o.1 sec

0.2 sec

I I

Figure 3-3. Example used to Compute IDG

First,we compute I0.1:

E[No.I] = 72/12 = 6

El(No.I)2]= 604/12 = 50.33

var[No.1] = 50.33-36 = 14.33

I0.1 = 2.388

Next, we compute I0_:

E[No.2] = 72/6 = 12
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El(No 9.)2] = 12oo/6 = 200

vat[No.2] = 200-144 = 56

Io_ = 4.66

By observing that the number of packet counts in a time interval t is less than N only if

the sum of N interarrival times is larger than t, it can be proved that the limit of It is
equal to the limit Of Jn [3-3], i.e.,

limt->_ It = limn->_ Jn (3-7)

Remember the IDC is used to compute the variance of packet counts in disjoint

intervals. A high IDC suggests that clustering of large packet counts and small packet
counts occurs at different bins. The IDC will become constant when there is no

correlation among the number of packets in different bins.

The general rule is that the higher the variability and/or burstiness, the higher the
queueing delay at the switch.

The index of dispersion can also be used to estimate the parameters for the arrival

process. Details will be provided in Section 3.5. It has been argued that tc approximate
or estimate the parameters of a traffic source, matching the index of dispersion provides

a better approximation than matching the (first two) moments of the interarrival times
[3-3][3-7][3-13].

3.2 Data Source Models

There are two basic approaches to model a data source. The firstis to use a pdf to

generate the packet interarrivaltimes. One typical example of this approach is the

Poisson trafficsource. The second isto dynamically selecta pdf based on the state of a

Markov chain. The first approach is simple, but it can not capture data burstiness (in

time domain). The second approach is more appropriate. The order of presentation of

the following queueing models is from simple to complex.

3.2.1 Periodic (Constant Bit Rate) Process

In general, the periodic process is used to model the circuitemulation services. For

packetized voice,typicallya packet isformed by collectingspeech samples in every fixed

interval. The voice packet arrivals becomes periodic. The period is equivalent to the

packetization delay. For filetransfer,end-to-end flow control isnecessary to regulate

the transfer rate. File transfer can also be modeled as periodic process. The peak rate

of the periodic process is the same as the average rate. There is no statistical gain of

multiplexing multiple periodic processes. The periodic process distribution is
characterized by the pdfof the packet interarrivaltime:

f_ t=l/_a(t) = otherwise (3-8)

- 14-



where the arrival rate _, is a constant.

The value of CV is 0, and Jn = 0 for all n, and It = 0 for all t.

3.2.2 Poisson Process

The Poisson process is a renewal process. There are two ways of describing a Poisson

process. The first is to use the probability for the number of arrivals within a given
interval. The other is to use the interarrival time.

The probability that there are N arrival packets within time t is

(_t)N e-Zt
PN (t) - N! , N > 0, t > 0. (3-9)

The mean and variance can be computed by using the probabilitygenerating function

G(z),where z isa complex variable and IzI_<1.

(xt) e-_t
G(z) = E[zN] = L zN

N!wr4

-e-_t _'_(___ t)N e_Xt e_Zt

- ___ N! - "
(3-10)

From the property of the probability generating function,

G(z) I z=1 = i, 0-_ G(z) ' z=l = E [Nt], and _ G(z) l z=1 = E [Nt2] . E [blt].

Therefore,

E [Nt]= Xt and (crNt)2= Xt. (3-11)

The Poisson arrivalprocess has exponential interarrivaltimes. It should be mentioned

that the exponential distribution is the only continuous distribution which has the

memoryless property [3-22]. That is to say the future of an exponentially distributed

random variable isindependent of the past history of the variable. The only discrete

distributionwhich has the same property isthe Geometric distribution.The Geometric

distributionwillbe described later.

The probabilitycumulative function ofinterarrivaltime is

A(t)= 1- Po (t)= 1 - e-_t (3-12)

where t >_0. The probabilitydensity function is
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a(t)= A e-;_ (3-13)

where t > O. The mean and variance of the exponential distribution can be computed

using the Laplace transform of the distribution.

00

A(s) = E[e -st] = _ e -st a(t) dt, where s is a complex variable and A(s) l s--0 = 1.

0

0 0

A key use of this transform is its moment generating property, i.e.,

ak _ -_ a2 2_+s)

as_ ACs)__-o= (-1)k Silk]. Since _ _s) = _ and _ _s) = _',

1 1 2
E [t] = _, var[t] = (at)2 = _-_, and E [t2]= _-_ (3-15)

For the Poisson process, the packet arrivals are independent. The three traffic
characterization measures are: CV = 1, Jn = 1 for all n and It = 1 for all t.

In the past, the Poisson process is widely accepted for data traffic model. The major
reason is that superposition of a larger number of two-state Markov processes will

converge to the Poisson process [3-11]. The two-state Markov process willbe described

later.However, the accuracy of using the Poisson process to model the real-world data

traffichas been questioned by many researchers. Clearly, the Poisson process is not

capable of modeling a traffc pattern with a high variation or a trafficpattern with

correlation between successive packets. Experiments were performed in Reference 3-15

to measure and analyze the traffic pattern on an Ethernet LAN. The results show that

the packet arrival process is not Poisson.

Since the destination directed packet switching (DDPS) satellitenetwork employs

slotted operation, the continuous Poisson process must be converted to a discrete

Poisson process. Since the interarrivaltime of the continuous Poisson process follows

the exponential distribution,simultaneous arrivalsofpackets are possible. To generate

the discrete Poisson process, the continuous Poisson process is fed into a FIFO. The

FIFO generates packets at discreteslottime. The function ofthe FIFO istwo-fold. One

isto convert continuous packet arrival times into discretepacket arrivaltimes, where

the discreteunit is the packet slottime. The other isto convert simultaneous arrivals

into a batch of arrivals. For example, simultaneous arrivals of 3 packets becomes a

batch of 3 packets with no spacing between packets.
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A Simulation model is developed to mmlyze the characteristics of the Poisson lJrocess.

The parameters used in the simulation is listed in Table 3-1. To completely specify the

Poisson process, only the mean packet interarrival time is required. In this example, a
mean link utilization of 0.9 is translated into a mean packet interarrival time of 0.00111

sec.

Table 3-1. Simulation Parameters for Poisson Process

PARAMETER VALUE

link speed

packet slot time

packet interarrival time

mean link utilization

2.048 Mbit/sec

0.001 sec

0.00111 sec

0.9

The simulated CV is 0.45. The simulated CV islessthan the theoreticalvalue 1. The

reason isthat the continuous Poisson process has been converted into a discreteversion.

Figure 3-4 shows the simulated interarrival time pdf, log scale interarrival time pdf, the

IDC and the IDI curves.

interarrival

time

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

02

0.1

0

I
|
II

/
I I I

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

time (sec)

Figure 3-4 (a). Packet Interartival Time pdf for Poisson Process
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Figure 3-4 (b). Log Scale Packet Interarrival 77me pdf for Poisson Process
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Figure 3-4 (c). Index of Dispersion for Counts (IDC) for Poisson Process
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Figure 3-4 (d). Index of Dispersion for Intervals (ID/) for Poisson Process

3.2.3 Geometric Distribution

The Poisson process is used to model the continuous data t.--'at_c source, and geometric
distribution is used to model the discrete data traffic source. Define the random

variable X to be the number of Bernoulli trials to achieve the first success.

The Bernoulli process ischaracterized by independent trials,and each trialhas only two

outcomes (successor fail).Let the probabilityofsuccess be p. The Bernoulli distribution

isdefined as

P(z) = {p forz=l (success)1-p forx=0 (fail) (3-16)

The mean and the variance ofthe Bernoulli process axe expressed as •

E[x] = I p + 0 (l-p)= p (3-17)

var[x]= [12 p + 02 (l-p)]-p2 = p (l-p). (3-18)

For the Geometric process,the event ofsuccess isdefined as the arrivalof a packet, and

the number oftrialsisequivalent to the packet interarrivaltime (inslots).The pdfofX,

fx(n),isgiven as

fx(n)= P (l-p)n-l,n>l. (3-19)
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The mean of random variable X (the interarrival time) can be derived either using the

probability generating function G(z) or the following procedure.

E[X] = n p(1.p)n-1 = n (1-p)n = (l-p) _(_.p) (I-p)n
= n=0

a 1 1
E[X] = p - = (3-20)

0(l-p) 1-(1-p)

To obtain var[X], the E[X2] needs to be derived first.

--P--- _ n 2 (1-p)n
E[X2] = n=ln2 P(I"p)n'I = (l-p) n--0

- P [(1-p)2 _)2 _ (1-p)n+ _n (1-p)n]
- (l-p) _(1---p)2 n--0 nffi0

_ p [(1.p)2_+l-p _2-p- (l-p) p2] - p2

Therefore,

vat[X] = E[X2] - E[X]2 (l-p) and CV = _ (3-21)
= p2

The Geometric distribution has been successfully used to describe the randomness of

traffic sources. It has been suggested that the arrival process for a aingle source in a

discrete-time (slotted) system with low-speed services (such as 32-kbit/sec voice and

data) can be considered to be pure random [3-23]. The random traffic has also been

suggested to model the background noise of a DDPS.

A simulation model is developed to analyze the characteristics of the Geometric process.

The parameters used in the simulation are listed in Table 3-2. To completely specify the

Geometric process, only the probability of success p (the link mean utilization) is

requirecL A mean link utilization of 0.9 is translated into a mean packet interarrival

time of 0.00111 sec. The simulated CV is 0.316. The simulated interarrival time pdf,

log scale interarrival time pdf, the IDC and the IDI curves are shown in Figure 3-5.

Table 3-2. Simulation Parameters for Geometric Process

PARAMETER

linkspeed

packetslottime

packetinterarrivaltime

mean link utilization

VALUE

2.048 Mbit/sec

0.001 sec

0.00111 sec

0.9
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Figure 3-5 (a). Packet Interarrival Time pdf for Geometric Process
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Figure 3-5 (b). Log Scale Packet Interarrival Time pdf for Geometric Process
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Figure 3-5 (c). Index of Dispersion for Counts (IDC) for Geometric Process
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Figure 3-5 (d). Index of Dispersion for Intervals (IDI) for Geometric Process
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3.2.4 Weibull Distribution

Weibull distributionwas suggested in Reference [3-15]to model the bursty traffic.The

generalform of Weibull distributionis

e-(t/a)_ (3-22)
cd_-I

Weibull distributioncan be used to fitdifferentpacket interarrivaltime distributionsby

changing a and _. For example, when _ = 1,itbecomes an exponential distributionand

when 13= 2,itbecomes a Rayleigh distribution.

3.2.5 Batch Poisson Process

The batch Poisson process is an extension of the Poisson process. Instead ofgenerating

singlepacket arrivals,the arrivalsofpackets are in the form ofbatches. The sizeof the

batch is a random number (r) and the interarrival time of batches follows an

exponential distribution.The number ofpacket arrivalsin an intervalt is

N(t)

Zri.
i=1

The average number of packet arrivals in an interval t is E[N(t)]E[r]= _,tE[r]. The

batch Poisson process may be too bursty for data trafficsince the packet streams are

most likelyto be spaced out in time [3-7].

The IDC of a batch Poisson process isexpressed as

It= E[n] + E[n].

Assume the batch sizefollowsthe Geometric distribution.Then

fx(n)= (l-p)pn-I n_>l.

1

The average batch sizeis1-_p.

b-1

then p = --_--.

1+p
The IDC becomes l-p"

Ifthe average batch size isb,

A simulation model is developed to analyze the characteristicsof the batch Poisson

process. The parameters used in the simulation are listedin Table 3-3. To completely

specifythe batch process,the mean packet interarrivaltime and the average batch size

need to be specified.
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Table 3-3. Simulation Parameters for Batch Poisson Process

PARAMETER

link speed

packet s]ot time

packet interarriva] time

batch size

mean link utilization

VALUE

2.048 MbR/sec

0.001 sec

0.006666 sec

6

0.9

The theoretical value of IDC is 11. The simulated CV is 1.095. The simulated

interarrivaltime pdf, log scale interarrivaltime pdf, the IDC and the IDI curves are

shown in Figure 3-6.

interarrival

time

pdf

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

0

-II

=.ll-m-m-m-z-ll.U.lhll-lo|-m-m-hm.m

0.005 0.01 0.015 0.02 0.025 0.03 0.035

time (sec)

0.04

Figure 3-6 (a). Packet lnterarrival 77me pdf for Batch Poisson process
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Figure 3-6 (d). Index of Dispersion for Intervals (IDi) for Batch Poisson Process

3.2.6 Hyperexponential Interarrival Time Process

The hyperexponential interarrival time process is a mixture of independent Poisson

processes. The hyperexponential interarrival time process is a renewal process. A

hyperexponential distribution of order k, Hk, is the weighted sum of k exponential
distributions, i.e.,

P(t < to) = i ai (1 - e-X,to)

i=1
(3.-23)

k

where ai > 0 and _ ai = 1.
i

i=l

Consider H2, where a2 = 1 -al.

P(t _<to)= al (1 - e-_._to)+ (i - (x1) (1 - e-_to) (3-24)

The mean and the variance of interarrivaltime for H2 were derived in Reference 3-3

and given as follows:

E [I-I2] = al _.2 + (1 - al) _,1
_.1 )¢ (3-25)
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2(1- cz_,) (_.1)2 + 2 a1(_)2 - ((1- czl) _,1 + czl _)2
vat [H2] = (_.1)2(_.2)2

(3-26)

H2 was used in [3-9] to model the interarrival time of a bursty multiplexer traffic

source. Although the Hyperexponential interarrival time process can model a traffic

pattern with a high variation, it can not model a traffic pattern with correlation between

successive packets.

Note that the hyperexponential interarrival time distribution is the sum of two

independent exponential distributions. This should not be confused with obtaining the
distribution for a random variable z, where z = x + y and x and y are independent and

exponentially distributed. The pdf for z is the convolution of the pdfs of x and y.

There is another subtle difference between the exponential distribution and the

hyperexponential distribution. For the exponential distribution, prob[ <t_+to I t>t0] =

prob[ <t_x] = 1 - e -kx. However, for the hyperexponential distribution, prob[ <t__x+to I t>t0]

is monotonically increasing with to [3-15]. This means the longer the time elapses from

the last arrival, the expected time for the next arrival is also longer.

A simulation model is developed to analyze the characteristics of the hyperexponential

interarrival time process. The parameters used in the simulation are listed in Table 3-
4. To completely specify the H2 process, two mean packet interarrival times and the

coefficient need to be specified.

Table 3-4. Simulation Parameters for Batch Poisson Process

PARAMETER VALUE

link speed

packet slot time

packet interarrival time 1

packet interarrival time 2

coeiBcient

mean linkutilization

2.048Mbit/sec

0.001sec

0.001076sec

0.00125sec

0.8

0.9

The simulated CV is 1.196. The simulated interarrival time pdf, log scale interarrival

time pdf, the IDC and the IDI curves are shown in Figure 3-7.
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3.2.7 Markov-Modulated Poisson Process

The Markov-Modulated Poisson process (MMPP) was originel]y used to model the errors

in the (mobile) fading communications channels [3-20]. The fading channels are

modeled to be either in a normal state (with low BER) or an error state (high BER). The

normal state and error state ofa fading channel alternates acrosstime.

The error bursts ofthe fading channel are analogous to the trafficbursts. Therefore, the

MMPP has been suggested to be used to model the aggregate trafficfrom multiple

sources. In an n-state MMPP, the transitionbetween statesis based on the Markov

model. When the Markov model isin state i,the arrivalprocess isPoisson with arrival

rate _.i.The n-state MMPP is completely defined by the transition matrix and the

arrivalrates (seeFigure 3-8).

C_

Figure 3-8. Two-State MMPP

There are two options of choosing the Markov model: the discretetime or the continuous

time. For a discretetime Markov model, the transitionsbetween states only occur at

discrete time. If the trafficgenerator generates fixed size packets, then the discrete

time Markov model should be used; ifit generates variable size packets, then the
continuous time model should be used.

The next issue isto choose the number ofstates. At differentstates,the arrivalrate _.of

the Poisson process is different. Most researchers have chosen the two-state Markov

models, since this model is easy to use for analysis and takes into consideration the

correlationof interarrivaltimes between successive packets. The capabilityof the two-

state MMPP of modeling the burstiness and correlationbetween successive packets for

data trafficwillbe illustratedusing a simulation model later.

The two-state MMPP is the most generalized and widely used traffic model to represent

the bursty traffic and a superposition of packetized voice and data traffic. The two-stat_

MMPP is capable of modeling burstiness and correlation of the packet arrival process
and is simple for analysis. This model is recommended for traffic simulator
implementation.
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At-each slot time, the sourcemodel iseither in state 1 or in state 2. In state 1, the

traffic source will generate information packets with rate )_I, and in state 2, the trafSc

source will generate information packets with rate _2" With the assumption of the two-

state Markov chain model, the periods of states 1 and 2 will be geometrically

distributed, with respective mean values E[T 1] and E[T 2] slot times.

Let P1 (or P2 ) be the probability that the source is in state 1 (or state 2). P1 (or P2 ) can

be expressed either using E[T 1] and E[T 2] or a and 6- It is clear that

E[T 1] E[T 2]

P1 = E[TI] + E[T2] and P2 = E[T1] + E[T2] (3-27)

By solving the stationary equation

[;:]
, the equilibrium state probabilities can be obtained as

___ (X

P1 = a+_ and P2 = a+-_"
(3-28)

Burstiness can be characterized by 1)the ratioof the peak rate to the average rate,2)

how frequently the bin-stoccurs,i.e.,P1 (assuming _'I> _2),3) how long the burst last,

i.e.,T1, 4) CV, 5) IDI and 6) IDC.

The mean arrivalrate,the mean squared arrivalrate,the variance of the arrivalrate,

and the average number of packets in an interval t for a two-state MMPP axe given in

[3-13]

_.IE[TI]+ _.2E[T2]

E[_.]= P1 A'I+ P212 = E[TI]+E[T2]
(3-29)

E[(_')2]= P1 0"1)2+ P2 (_'2)2 0"I)2E[TI] + (12)2E[T2]
= E[T1]+E[T2]

(3-30)

vad_,] = P1 P2 ('kl "X2)2 (3-31)

E[Nt] = E[_.]t. (3-32)

The Ithas been derived in Reference [3-13],the limitofItisgiven as

2(E[TI]E[T2])2 (_.i-_.2)2

L,=I+ (E[TI]+E[T2])2(E[TI]_.I+E[T2]k2)
(3-33)

1 1

Let r - E[TI] + E[T2]" Then
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It - L - 2CE[T1]E[T2])S (k1"k2)2
(E[T1]+E[T2]) 3 (E[T1]kl+E[T2]_)t (1-e-rt) (3-34)

and "

I. -It 1-e-rt

I_- 1 = rt (3-35)

In Reference 4-6, a K state MMPP is proposed. The arrival rate at state j is given as

= (j+l) Xo, (3-36)

where _0 is a constant and j is based on the birth-death model (M/M/l/K) with birth rate

7j and death rate _j. Let

7j =7, for0_<j <Kand_= 0.

gj = g, for 0<j -<K and _0 = 0.

Let p = _. The probability that the process is in state j is given as

1-p
1 - pK+l P j"

The average arrival rate is given as

p 1 + KpK+I - (K+I)pK
(i- pK+l l-p + I) kO.

In Reference 3-14, the superposition of homogeneous on-off processes was approximated

by a two-state MMPP. The characteristics of the on-off process will be described later.
The main arguments to support this statement are: 1) the two-state MMPP is a

correlated and nonrenewal process and 2) the mode] is to analyze the performance of an

ATM multiplexer. From the viewpoint of a multiplexer, the rate of the aggregate input

traffic is either higher or lower than the service rate. Therefore, the two states of the

MMPP can be used to represent the overload state and the underload state,
respectively.

Note that the superposition of the MMPP with an independent Poisson process with k3

also results in an MMPP with _,1 = )-1 + _,3 and k2 =k2 +k3. The superposition of
independent MMPPs is also an MMPP [3-30].

In Reference 3-3, real traffic measurements are performed for SUN workstations
connected by an Ethernet. The measurement result was fit into a two-state MMPP.

The fitting procedure will be described later. The parameter values obtained for the
two-state MMPP are listed in Table 3-5.
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Table 3-5. Typical Parameter Values for Two-State MMPP

)'.1(1]sec) _.2(]./sec) E[T 1](sec) E[T2] (sec) linkrate
(Mbit/sec)

packet size
(byte)

9.61 77.37 14.7 196.0 10 1500

In Reference 3-16, the MMPP is used to model ATM traffic sources. The normal state

E[Ti] is in the range of 0.1 sec and 0.5 sec and _. = 6407.6 cell/sec (= 2.7168 lVIbit/sec

divided by 424 bits). The burst state sends out cells in a much higher, constant rate

than the normal state. To facilitate simulation, the burst state duration can use any
distribution.

A simulation model is developed to analyze the characteristics of the two-state MMPP.
The parameters used in the simulation are listed in Table 3-6. To completely specify the

two-state M1VIPP, four parameters are required.

Table 3-6. Simulation Parameters for Two-State MMPP

PARAMETER VALUE

linkspeed

packetslottime

mean burstystateduration(E[TI])

mean bursty state interarrival time (11)

mean normal stateduration(E[T2])

normal stateinterarrivaltime (_2)mean

mean linkutilization

2.048Mbit/sec

0.001 sec

2.5 sec

0.00102 sec

0.25sec

0.01sec

0.9

The simulated CV is 1.245. The burstiness of the two-state MMPP is shown in Figure 3-

9a for the fh_st 50 sec. As seen in this figure, the bursty state and the normal state
alternatesacross time. The simulated IDC and computed curves ofthe two-state MMPP

are shown in Figure 3-9 (d). The simulation time is 2000 sec. To obtain a smoother

curve for the simulated IDC, a longer simulation time is required. The limit of IDC is

computed using Equation 3-21,and the resultisI. = 33.323. The simulated IDI curve

is shown in Figure 3-9 (e). It can be verified that the limit of IDC is equal to that of IDC

by comparing Figure 3-9d and Figure 3-9e.
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3.2.8 Markov-Modulated Bernoulli Process

A discrete version of the MMPP, Markov-Modulated Bernoulli process (MMBP), was

proposed in [3-18][3-28]. The durations of the state 1 and state 2 are assumed to be

geometrically distributed. In each state, the packet arrival process is Bernoulli with
loading Pi. The average offered loading is

piE[Ti] + p2E[T2]
P = E[Ti] + E[Tz]

(3-37)

The probability that state 1 consists of n packets is pn-i (l-p),where n __.1. State 1

consistsof at least one cell.The E[TI] is_lu. The probabilitythat state 2 consistsofn

cellsis qn-l(1-q),where n _ 1. State 2 consists of at leastone cell.The mean off state

1

duration E[Tz] is1-_-q"

A simulation model is developed to analyze the characteristics of the two-state MMBP.

The parameters used in the simulation are listed in Table 3-7. To completely specify the

two-state MMBP, four parameters are required.
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Table 3-7. Simulation Parameters for Two-State MMBP

PARAMETER VALUE

link speed 2.048 Mbit/sec

packet slot time 0.001 sec

p 0.9996

pl 0.98

q 0.996

Pl 0.1

mean link utilization 0.9

The simulated CV is 1.21. The simulation time is2000 sec. The simulated interarrival

time pdf,log scale interarrivaltime pdf,the IDC curve, and the IDI curve are shown in

Figure 3-10.
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3.2.9 Markov-Modulated Deterministic Process

A special case of the MMPP, Markov-Modulated deterministic process (MMDP), was

proposed in [3-29]. The durations of the state 1 and state 2 follow exponential
distribution. In each state, the packet arrival process is deterministic.

A simulation model is developed to analyze the characteristicsof the two-state MMDP.

The parameters used in the simulation are listedin Table 3-8. To completely specifythe

two-state MMDP, fourparameters are required.

The simulated CV is0.81. The simulation time is 2000 sec. The simulated interarrival

time pdf,log scale interarrivaltime pdf, the IDC curve, and the IDI curve are shown in

Figure 3-11.
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Table 3-8. Simulation Parameters for Two-State MMDP

PARAMETER

link speed

packet slot time

mean burst)" state duration (E[T1])

bursty state deterministic interarrival time (_1)

mean normal state duration (E[T2])

normal state deterministic interarrival time (_)

mean link utilization

VALUE
ii

2.048 Mbit/sec

0.001 sec

2.5 sec

0.00102 sec

0.25 sec

0.01 sec

0.9
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3.2.10 On-Off or Interrupted Poisson Process

The on-off process is a special case of MMPP. The on-offprocess (or the interrupted

Poisson process)has two states:on and off.The interarrivaltime of the on statefollows

an exponential distribution and the interarrival time of the off state follows another

(independent) exponential distribution [3-5]. In other words, the interarrival time of

bursts and burst size both follow an exponential distribution. During the on period, the

packet arrival process is Poisson. There is no tra_c during the off period. The cycles of

the on-off process are a renewal process. Since the on state duration follows exponential

distribution (a memoryless process), the packet interarrival times of the on-off process

are also a renewal process. The MMPP with _.I and _ is equivalent to the superposition
of the on-offprocess with _.I'_2and the Poisson process with _.2-

A specialcase of the on-offprocess isto letthe packet interarrivaltime be deterministic

during the on state. In other words, the source generates packets at a peak rate kon in

on state. The on state duration and the off state duration will be Geometrically

distributed,with respective mean values E[Ton] and E[Toff]. Let Pon (or Poff)be the

probabilitythat the source isin the on state(oroffstate).Then

E[Ton] E[Tofl']

Pon=Errlv__ and Poff=Ep1v_l_.
(3-38)

This on-off process model is used in Reference 3-6 to model an ATM traffic source. Let

the transition probability from the off state to the on state be a and that from the on
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state to the off state be _ (see Figure 3-12).

using a and _ as follows:

and a
" Poff=a+_ Pon = _-_-_

The Pon and Poff can also be expressed

(3-39)

off On 1%

Figure 3-12. On-Off Process

u 1

The state transition probability a is set to b(1-u) and _ is set to _, where b is the

E[_.]
average burst size (= E[Ton]) and u is equal to "J_-_-n"Substitute a and _ into Equation 3-

E[_.]
39, Pon becomes -_n" During the on (or bursty) state, cells are generated at the peak

1

rate = _-_n' where Train is the cell interarrival time during the on state. The mean

arrival rate is E[_] = Tmin(a+_) as given in [3-4].

The on-off process used in Reference 3-19 is similar to that in Reference 3-6 except the

on state generates cells according to the Bernoulli process.

In Reference 3-8, the periodicity of packet arrivals at the on state is investigated. In the
1

on state, packets are generated at a constant rateT---m_n. Train is the packet interarrival

time at the on state and the average arrival rate is E[_.], where E[_.] =

E[Ton] 1
E[Ton]+E[Toff] Train" However, the distributionof the on period may be differentfrom

that of the off period. The on period (or off period) is a sum of independent and

identicallydistributedrandom variables. They are characterized by four parameters:

mean on period,mean offperiod,variance of the on period and variance ofthe offperiod.

A procedure was developed to selectdifferentdistributionsto match the measured mean
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and variance of the on (or off) period. An 8 x 8 switch is used in the simulation.

typical traffic characteristic (destined to an output port) is given in Table 3-9.

Table 3-9. Typical Parameter Values for On-Off Process

A

_n (1/slot) E[Ton] (slot) E[Toff] (slot) peak rate packet size
(Mbit/sec) (byte)

0.1 25 37 155.52 53

In Reference 3-9,the arrivalprocess ofATM bursts (on states)isassumed tobe Poisson.

1

The burst size(number of cells)followsa Geometric distributionwith a mean 1--_p"The

probabilitythat a burst consistsof n cellsis pn-Z (l-p),where n __.1. The burst contains

at least one cell. The spacing between any two cellsin a given burst has a Geometric

distribution.The probabilitythat the interarrivaltime (spacing or separation) between

two consecutive information cellsisn ceilsis7n (1"7),where n __.0.

In Reference 3-10, both the on state duration and offstate duration followa Geometric

distribution. The probabilitythat a burst consistsof n cellsispn-I (l-p),where n _ 1.

1

The burst contains at least one cell. The mean burst length E[Ton] is1--_p"During a

burst,the packets are generated at the highest rate,i.e.,the link speed. The probability

that the off duration consists of n cellsis qn (1<I),where n _ 0. The mean offstate

E[Ton]duration E[Toff]is . The mean utilizationis E[Ton]+E[Toff]"

In Reference 3-16, the bursty ATM packet trafficsource ismodelled by an on-offprocess.
The burst duration is random and the burst rate is deteministic. The off duration

followsthe exponential distribution.

In Reference 3-25, the on-offprocess model is used to model an ATM traffic source. Let

the transition probability from the off state to the on state be cx and that from the on

1 1
state to the off state be _. The E[Ton] is set to _ and E[Totf] _. At the on state, the

source generates the packets according to the Poisson distribution. The off state

duration follows the Geometric distribution. The characteristics of two sample ATM
sources are listed in Table 3-10.

Table 3-10. Typical Parameter Values for On-Off Process

_on (I/slot) E[Ton] (slot)E[Toff](slot) peak rate
(MbitYsec)

packet size
(byte)

1 10 100 155.52 53

1 100 1000 155.52 53
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In Reference 3-12, the on-off model is _ised to model various traf_c sources by p/operly

choosing the peak rate gon, Ton, and Pon. For example, the constant bit rate source can
be modelled by setting Pon= 1 and Ton = call duration. The voice source can be

modened by setting Pon in the range of [0.4-0.5] and Ton at about 1.2 sac.

In Reference 3-26, a superpesition of N on-off sources is modeled by an N-state MMPP,
where state k of the MMPP corresponds to k on sources and the arrival rate of k.

The periodic process is a special example of the on-off process. The on state duration

Ton and the off state duration Toff are deterministic. During the on state, the packet

interarrival time is also deterministic. For a constant bit rate process, the Toff becomes
zero.

In Reference 3-14, a IJLN traffic source is represented by an on-off process. The

parameter values for the on-offprocess are listed in Table 3-11.

Table 3-11. Typical Parameter Values for On-Off Process

kon (1/sac) E[Ton] (sec) E[Toff] (sec) peak rate packet size
fMbit/sec) (byte)

2358.5 0.13 1.17 10 53

In Reference 3-23, the characteristics of data traffic for switched multi-megabit data

service (SMDS) class 1 and class 3 services were reported. The parameter values are
listed in Table 3-12.

Table 3-12. Typical Parameter Values for On-Off Process

_on (1/slot)E[Ton](slot)E[Toff](slot) peak rate packet size

(Mbit/sec) (byte)

0.274 761 856 155.52 53

Xon(1/slot)E[Ton](slot)E[Toff](slot)peak rate packet size

(MbitYsec) (byte)

0.274 761 5707 155.52 53

The on-off process was suggested to model packetized voice [3-13], still picture [3-27],
and interactivedata service.

A simulation model is developed to analyze the characteristics of the on-offprocess. The

parameters used in the simulation are listed in Table 3-13. To completely specify the

on-off process, three parameters are required.
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Table 3.13. Simulation Parameters for On-Off Process

i

link speed

packet slot time

mean on state duration (E[Ton])

deterministic on state interarriva] time (_--n)

mean off state duration (E[Toff])

mean link utilization

VALUE

2.048 Mbit/sec

0.001 sec

2.5 sec

0.00101 sec

0.25 sec

0.9

The simulated CV is 6.44. The simulation time is 2000 sec. The simulated interarrival

time pdf, log scale interarrival time pdf, the IDC curve, and the IDI curve are shown in
Figure 3-13.
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Figure 3-13 (d). Index of Dispersion for Intervals (101) for On-Off Process

3.2.11 Packet Train

The packet train uses a clusterof packets traveling in both directions between a node

pair to model the packet arrivals in a ring LAN [2-2]. There is an inter-packet gap
within a cluster. Ifthe interarrivaltime of the packets is lessthen the gap, they are

considered to be on the same train. Ifnot, the next packet will be the start of a new

train. The concept of the packet train is very similar to the on-off model except the

packet train alsocaptures the dependences on the destination.

3.3 Voice Source Models

For easy analysis, the voice sources in the DDPS satellitenetwork are assumed to be

homogeneous. The call arrival process is Poisson and the call duration follows an

exponential distribution. The amount of capacity allocated for voice connections

depends on the QOS requirement and the statisticalmultiplexing gain. The statistical

multiplexing gain is about 2 ifmore than 24 voice sources are multiplexed [3-21]. A

voice callis characterized by alternating talkspurts and silences. Itis reasonable to

assume that the interval of a talkspurt and that of the successive silence axe

independent. Therefore, the packet arrivalprocess for a voice callcan be modelled by a

renewal process, i.e.,the packet arrival times are independent and identically

distributed. The on-offprocess described above has been suggested to model a single

voice source. The characteristicsof a voice source isgiven in Table 3-14 [3-12][3-24].
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Table 3-14. Typical Parameter Values for Voice Source

Zon (1/sec) Erron] (sec) E[Toff] (sec) peak rate packet size
(kbWsec) (byte)

75.5 1.0-1.2 1.4 64 or32 53

62.5 0.352 0.65 32 64

The accuracy ofthe on-offmodel is quite high ifthe number of voice sources islarger

than 25 [3-17]. Let the transition probability from the Off state to the on state be u and

that from the on state to the offstate be _.

The probabilitythat there are k number ofon input linesout ofN voice sources is

Pk=( Nk ) Pon k PoffN-k, where k _<N.

--_) N-k (3-40)
Pk=(N)(-_+ _)k( .+p

where k < N. This model iscalledthe Engest distribution.

Pk can alsobe derived using the birth-death process (seeFigure 3-14). The arrivalrate

Yk = (N-k) _ and the death rate ttk --n_. In state k, since there are k calls are in

talkspurt, the total arrival rate is k k.

N¢ N-la a

p 2_ Np

Figure 3-14. Birth.Death Process for Arrival Rate

The equilibrium state solution of the birth-death process is given as

Pk = 7o 71-..7k-IPo
_t1112..._tk

(uk_) N (N-1)12......(N-k+1)kPo

= Nk )P0 (3-41)
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By conservation of probability, we have

1

i)
iffio

k ) ( k( k )

(_)_ (Ni)
i:O

_(N a k(__. o) N. k
- k )(-_-'_) a+ (3-42)

The arrival process in a talkspurt can be either deterministic or a Poisson process.

The superposition of a large number ofvoice sources can be approximated by a Poisson

process only when the trafficintensityis low [3-24].A better model for the aggregate

voice trafficis to use the MMPP [3-13]. The determination of the four parameters for

the MMPP are described in Section 3.5. From the simulation results(not shown here),

the multiplexed voice trafficcan not be represented by an on-offprocess.

3.4 Multiplexing of Data and Voice

In general, specifying queueing models for the multiplexed trafficof data and voice is

very difficult.The law of a large number states that the normalized sum of a large

number of random variables iscloseto the mean with a high probability.Applying the

resultto the packet switched network, the outcome of multiplexing many independent

packet streams is that statistical fluctuations of packet streams are smoothed out and

the aggregate trafficvolume iscloseto the mean trafficvolume with a high probability.

Although this statement is helpful for bandwidth allocation,it does not reveal any

information about the burstiness and correlationbetween packets. A simple queueing

model such the Poisson process is not capable of modeling the burstiness of the traffic

resulted from multiplexing differenttraffictypes. The correlationofpackets observed in

the multiplexed trafficmakes the renewal process such as the on-offmodel questionable

[3-7]. However, ifqueueing models are so complex that analyticalapproach becomes

intractable,then the value of the trafficmodel becomes insignificant.A compromise

between modeling accuracy and analyticaltractabilitymust be exercisedwhen choosing

a source queueing model forthe trafficgenerator.

In reality,the trafficintensity depends on the time of the day (such as busy hours).

This implies parameters are time varying. For example, the state durations and the

arrivalrates foreach stateforthe MMPP can become time varying.

Four approaches are identified to model the multiplexed trafficsource. The first

approach isto use one queueing model to represent the superposition of differenttraffic

types. The queueing model suggested is the two-state MMPP since it is the most

generalized and widely used model for the bursty trafficand superposition ofpacketized

voice and data traffic[3-13]. MMPP is capable of capturing trafficburstiness and
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correlation and is simple for analysis. The two-state MMPP was used to fit the
measured data from a workstation and the fitting result was encouraging [3-3].

Algorithms to fit the measurement data to the two-state MMPP are described later.

The second approach is to use the MMPP to model the multiplexed voice sources and the

data sources are modeled by a Poisson process. Remember that the superposition of the

MMPP (with _.1 and _.2) with an independent Poisson process (with _.3) also results in an

MMPP (with _.1 + _.3 and _-2 + _.3). This suggested that the aggregate traffic pattern

depends on _.1 + _.3 and _.2 + _3, not their individual value. Therefore, the aggregate

traffic pattern is the same for 30% voice, 70% data and 70% voice, 30% data This may
not be accurate.

The third approach is to use one MMPP to model the multiplexed voice trafficand

another MMPP to model the data traffic.This approach allows the user to be able to

characterize the voice trafficand data trafficindividually. However, a statistical

multiplexer is required to multiplex the output of these sources into a high-speed TDM

packet stream.

The fourth approach is to allow the user to have the capability of creating multiple

(different)source queueing models to represent the multiplexed traffic.A statistical

multiplexer is required to multiplex the output of these sources into a high-speed TDM

packet stream. Note that when the packets pass through the statisticalmultiplexer,the

packets sufferqueueing delay. Clumping and dispersion are two effectsof packet delay

variation. Clumping refersto that the instaneous peak rate ishigher than the original

peak rate. Dispersion refers to that the interarrivaltime is larger then that of the

original process. For delay-sensitive data, the packet delay variation has to be

compensated at the end-user.

The conceptual configuration of these four approaches are illustrated in Figure 3-15.

The first approach is recommended.

A summary, which includes the applications, the capability, and the required

parameters foreach source queueing model, islistedin Table 3-15.
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Figure 3-15. Four Approaches to Model Multiplexed Traffic
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Table 3-15. A Summary of Different Source Queueing Models

Model Applications B C

random traffic, superposition of a no no
large number of low speed voice
and data,background traffi_

same as Poisson

burry data

burstydata

superpositionofpacketizedvoice

and data,ATM source

superpositionofpacketizedvoice

and data,ATM source

Poisson

Geometric

Batch Poisson

Hyperexponential

MMPP

On-Off

parameters

arrival rate

no no mean util.

yes no arrival rate,
batch size

yes no arrival rates (2),
coefficient

yes yes state durations
(2), arrival rates
(2)

yes yes state durations
(2), arrival rate

B:bursfinessand C:correlation

3.5 Fitting Algorithms of the Measurement Data to a
Traffic Source Model

ARer measurements are performed on real trafficsources, itis important to choose a

queuing model and its associated parameters such that the model can be used to

represent the realtrafficpattern, and subsequently used in the trafficgenerator ofthe

testbed. Although the parameters forvoice trafficare well documented, itisnot easy to

choose the parameters for data traffic. This subsection presents the algorithms of

fittingthe measured trafficcharacteristicsfrom realtrafficsources to a queueing source

model. The two-state MMPP is the most generalized and widely used trafficmodel to

represent the bursty trafficand the superposition of packetized voice and data traffic.

The two-state MMPP is used as the representative for discussion. Many algorithms

have been proposed to fit the measurement data to the queueing model. Most

algorithms analyze the observed data offline;only one real-timetrafficcharacterization

algorithm isavailable[3-1].

3.5.1 Offline Algorithms

The fitting algorithm described in Reference 3-3 computes the first moments and the
second moments of the state durations and the associated interarrivaltimes using four

equations.

E[T I]+ E[Tz] (3-43)
a = E[t]= I/E[l]= _.IE[TI]+ X2E[T2]

2(E[T1]E[T2])2 (_4"X2)2 (3-44)
b + 1 = I.. + 1 = 1 + (E[T1]+E[T2]) 2 (E[T1]Xl+E[T2]_2)
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1 1

c = r = E-_I] + E_2] (3-45)

(_,1) 2 E[T 1] + (_.2)2 E[T2]
d = E[(_.)2] = E[T1] + E[T2] (3-46)

Use a, b, c, and ;L2to express E[T1], E[T2], and _.1. We obtain

E[T1] -abc + 2 (1-a_.=)2
abc2 (3-47)

abc + 2 (1-aZ2)2

E[T2] - 2c(1.a_2)2 (3-48)

Zz = abc + 2 (1-a_)
2a(1-a_.2) (3-49)

The values of a, b, and d can be obtained by measurements. However, the value of c

must be obtained by numerically solving Equation 3-35 with measured It at a give time

t and L. [3-3]. Substitute Equations 3-47, 3-48, and 3-49 to Equation 3-46 for d. The
value for ;L2can be obtained by finding the roots of a polynomial of degree 2. In general,

there are two solutions for Z2. The Laguerre's method can be applied to numerically

find the roots of the polynomial. The C program for the Laguerre's method can be found

in [3-31]. ARer _.2 is obtained, the values for E[T1], E[T2], and _.1 can be easily
calculated.

These estimated parameters are used to plot a theoretical IDC curve. The theoretical

IDC curve from the estimated parameters is compared with the measured IDC curve for

accuracy. If the approximated parameters are not accurate enough, another value of c is

used to repeat the same procedure.

The fitting algorithm described in Reference 3-13 is similar to that in Reference 3-3.

The algorithm also uses four equations to obtain the moments of state durations and

their interarrival times. The first three equations are the same as Equations 3-43, 3-44,
and 3-45. The third moment of t2 is used as Equation 3-46.

Reference 3-8 describes a procedure of selecting distributions for the on state ._"_d off

state durations of the on-off process. The selected distribution ordy matches : _ Rrst
and the second moments of the observed on or off durations. The first moment =. _s the

measured mean E[T] and the second moment uses the squared coefficient of variance
1

(CV2). When E[T] > 2 and CV2 > 1 "E[T]' the (on or off) duration is modelled as a

mixture of two modified Geometric distributions. The pdf of the (on or off) duration is
defined as

P(n) = a (1-Pl) (pl)n-1 +(1- a) (1-p2) (p2) n'1 , n >1. _)

. a 1-a

The mean forthe pdfls _ + 1-P2" The proper choices of a, Pl and P2 are
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(CV_-I)E[T] + 1 o
a = 0.5(I+ ((CV2+I)E[T]+ 1).s) (3-51)

(3-52)

(3-53)

Pl = (E[T]-2a)/E[T],

P2 = (E[T] -2(1-a))/E[T].

1

When E[T]-I < CV2 < 1, the (on or off)duration is modelled as a summation of N

independent and identicallydistributedmodified geometric random variables. Let the

summation be X.

X = 1 + xl + x2 + ... + XN. (3-54)

The pdf of each random variable is

P(n) = (l-p) (p)n, n >0. (3-55)

The mean is

Np (3-56)
E[X] - 1 + l-p"

The proper choices of N and p are

E[T]-I (3-57)
N = ((E[T]-I)CV2 -I)

E[T]-I (3-58)
P = N+E[T]-I"

Note that CV2 isan approximation sinceN must be an integer.

3.5.2 Online Algorithms

The following describes several simple fitting algorithms for the MMPP (or its

variations such as MMBP, MMDP, and on-off process). The on-line fitting algorithms

are useful for real-time network management and traffic management. The key is that

a cutoff point for packet interarrival time, which delimits state 1 and state 2, must be

found fora two-state MMPP. Normally, the trafficintensityof one stateishigher than

that ofthe other state.Denote these two states as bursty state and normal state. After

the cutoffpoint isobtained,the collectedtrafficprofilecan be viewed as a profilewhich
alternates between the burst state and the normal state.To illustratethe usefulness of

these procedures, experiments are performed. A two-state MMPP with known

parameters is used as the trafficsource. The trafficsource generates information

packets according to the specified queueing model. A packet receiver collectsthe

statistics.These algorithms are implemented at the packet receiver to estimate the

shape or the moments of distribution.
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The first algorithm is to Use the histogram approach. The histogram is useful to

identify the shape of the distributions (for interarrival times and state durations) and to

estimate the first two moments. A histogram is constructed by

I. Dividing the range of data intoequal-sizebins. For example, the bin

sizefor the packet interarrivaltimes isthe packet slottime.

2. Determining the frequency of occurrence for each bin.

The histogram corresponds to a pdf. By plotting the histogram of the packet

interarrivaltime of the MMPP, _,1and _2 may be determine& The main goal is to find

a cutoffpoint so that the histogram can be divided into two histograms, one for the

bursty state and the other for the normal state. The cutoffpoint is hard to visualizein

the linear histogram; however, the log scale histogram can clearly illustrate the

composition of two histograms. An example is shown in Figures 3-16 and 3-17. The

simulation parameters of the MMPP are the same as those in Section 3.2.8. Three

interarrivaltime linear scale histogram curves are shown in Figure 3-16: the bursty

state,the normal state,and the combined one. The bin size of the histogram is the

packet slottime (0.001 sec). The interarrivaltime log scale histograms are shown in

Figure 3-17.
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Figure 3.16. Packet Interarrival Time pdf for O_ginal Two-State MMPP
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The second algorithm, which is a simple, real time traffic model fitting algorithm, was

proposed in Reference 3-1. The advantages of real time traffic analysis are: the real
time results are useful for network management, traffic management (such as resource

allocation), and admission control. In this algorithm, samples of packet interarrival

time (ti) are collected. The algorithm compares the current sample and the previous

sample. By performing this comparison, the algorithm makes a decision whether the

current sample belongs to the previous state or the current sample is the beginning of a

new state. This algorithm is referred as "time comparison" algorithm. This type of
decision is referred as hypothesis testing. There are two hypotheses -- H0: the two

samples are in the same state and HI: the two samples are in different state. A
ti+l

constant C is selected as a threshold. If ti > C(t) or -- > C(t), then H0 is false.
ti,1- ti -

Otherwise, H0 istrue. The value of C(t)ishard to choose because itcan not favor H0

nor H1. A balance point must be obtained. The optimum value ofCLt)would be closeto

_22'if_.1and _.2are known in advance. To improve the accuracy of the time comparison

algorithm, it is suggested in [3-1] that the previous sample is substituted with an

average mean of interarrivaltimes for the state. The algorithm works well when the
_t

trafficisvery bursty, i.e.,_ >> 1. In this case, the value of C(t) can be set very high

(e.g.10) and the decision error becomes small. This seems to be reasonable. If the

trafficisnot bursty,then the switch performance degradation due to burstiness issmall;

therefore, the accuracy of the fittingalgorithm of finding the parameter values of the

MMPP has no major impact to the switch performance. Only when the trafficis very

bursty, an accurate fittingalgorithm isrequired to generate the parameter values ofthe

MMPP such that the switch performance can be evaluated in a precisemanner.
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The time comparison algorithm not only can obtain the parameter values for the MMPP,

it but also can obtain the parameters values for the on-off process. Assume initially the

state is at the on state. During the on state, since packet arrivals are deterministic,

ti+'-'_ _-_ _ 1, it means that ti is associated with the last packet of the

previous on state and ti+l is associated with the first packet of a new on state. If this

happens, the state will transit to the other state. However, sin ._ce_ will be equal to 1,
ti+2

the state will transit back to the on state. The estimated arrival time for the off state is
actually the off state mean duration.

Applying the same principle as in Reference 3-1, a new real-time traffic model fitting

algorithm is proposed. Instead of using the packet arrival times as samples, the number
of arrivals (Ni) is used as samples for comparison. This algorithm is referred as the

"count comparison" algorithm. The number of packet arrivals in an interval t (called

bin) is compared with that in the previous bin. There are two hypotheses - H0: the two

samples are in the same state and HI: the two samples are in different state. A

constant C(N) is selected as a threshold. _>C(N) or >_C(N), then H0 is false.

Otherwise, H0 is true. The old sample is an average mean of all the samples in the

same state. Clearly the bin size must be small enough to catch the states with short
durations. The accuracy of this algorithm depends on the values of bin and C(N). An

experiment using the algorithm to estimate the original traffic characteristics is

performed. The parameter values used for the count comparison algorithm are listed in
Table 3-16.

Table 3-16. Parameter Values used for Count Comparison Algorithm

bin size C(N)

0.05 sec 3.5

The reconstructed traIflccharacteristicsfor differentsource models are shown in Tables
3-17 to 3-20.

Table 3-17. Characteristics of Original MMPP and Reconstructed Traffic Patterns

Original Reconstructed

E[T 1] 2.5 sec 2.576 sec

(_1) sec sec0.00102 0.001038

E[T2] 0.25 sec 0.243 sec

(_22) sec sec
0.01 0.0O857
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Table 3-18. Characteristics of Original MMBP and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5 sec 2.78 sec

(111) 0.00102 sec 0.001033 sec

E[T2] 0.25 sec 0.267 sec

(_2) 0.01 sec 0.00891 sec

Table 3-19. Characteristics of Original MMDP and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5 sec 3.25 sec

(111) 0.00102 sec 0.001029 sec

E[T2] 0.25 sec 0.289 sec

12) 0.01 sec 0.0089 sec

Table 3-20. Characteristics of Original On-Off Process and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5 sec 3.12 sec

(_1) 0.00102sec 0.001023 sec

E[T2] 0.25sec 0.26sec

1) x 0.12789sec

The above two algorithms sufferthe same problem: once a falsetransitionismade, the

errors are accumulated. In other words, when a false transition is made, the false

sample statisticsisused to compute a new average forthe interarrivaltime of the state.

The accuracy of the average becomes less and less when more and more falsesamples

are used. A new algorithm isproposed to overcome thisproblem. The major discovery

is that it is not necessary to make a precise decision for every sample. Uncertain

samples can be discarded and no state transition is made; as a result, the false

transitionsand error accumulation can be largely eliminated. The algorithm follows

that of the TDM synchronization or ArM cellselfdelineation scheme. Acquiring and

maintaining the characteristicsofthe state ofthe packet arrivalprocess isanalogous to

acquiring and maintaining the synchronization of the TDM frames. The stateis either
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at state 1 or state 2 and the synchronizer is either in sync or out of sync. Ttie state
transition decision mechanism is the same as that in Reference 3-1.

The firstnew time comparison algorithm is there are two states:normal and burst},.

Let the initialstate be in the normal state. This algorithm is termed as the "time

comparison algorithm II".In order to transitfrom the normal state to the bursty state,

the number of consecutive failedhypotheses forthe two samples being in the same state

must be greater than or equal to Tnb. When the number of failedhypotheses is less

than Tnb, the new samples under testare discarded. In order to transitfrom the bursty

state to the normal state,the number of consecutive failedhypotheses must be greater

than or equal to Tbn. When the number of failedhypotheses islessthan Tbn ,the new

samples are discarded. The state diagram isshown in Figure 3-18.

Tnb Fail

Tbn Fail

Figure 3-18. State Diagram of Time Comparison Algorithm II

The reconstructed trafficcharacteristicsfor differentsource models are shown in Tables

3-21 to 3-24.

Table 3-21 (a). Parameter Values used for Time Comparison Algorithm II

C(T) Tnb _bn)

6 2

Table 3-21 (b). Characteristics of Original MMPP and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5 sec 2.09 sec

(_1) sec sec
0.00102 0.001029

E[T2] 0.25sec 0.157sec

(12) sec sec0.01 0.01156

Table 3-22 (a). Parameter Values used for Time Compa#son Algorithm II

C(T) Tnb (Tbn)

6 2
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Table 3-22 (b). Characteristics of OHginai MMBP and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5 sec 2.419 sec

(_1) 0.00102 sec 0.001023 sec

E[T2] 0.25sec 0.204sec

12) 0.01 sec 0.0109 sec

Table 3-23 (a). Parameter Values used for 71me Compa#son Algorithm II

CCl_ Tnb (_on)

6 1

Table 3-23 (b). Characteristics of Original MMDP and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5sec 2.59sec

(111) 0.00102sec 0.00102sec

E[T 2] 0.25 sec 0.244 sec

(_2) 0.01 sec 0.01 sec

Table 3-24 (a). Parameter Values used for _me Comparison Algorithm II

C(T) Tnb (Tbn)

6 1

Table 3-24 (b). Characteristics of Original On-Off Process and Reconstructed Traffic Patterns

|

Original Reconstructed

E[T1] 2.5 sec 2.64 sec

(_11) 0.00102sec 0.001010 sec

E[T£] 0.25sec 0.257 sec

(_) x x
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Tim state diagram of a more robust algorithm isshown in Figure 3-19. This algorithm

is termed as the "time comparison algorithm HI". There are four states:prenormal,

normal, prebursty, and bursty. At the startofthe algorithm, the current state can be in

either prenormal state or prebursty state. Let the initialstate be in the prenormal

state.At the state,the hypothesis testingisperforme(L To reduce falsetransitionsand

error accumulation, in order for the prenormal state to transit to another state, a

certain condition has to be met. In order to transitto the normal state,the number of

accumulated successful testing must be greater than N1. However, ifthe number of

accumulated failedtesting is greater than N2, the state is transited to the prebursty

state. When the testing fails,the new sample is discarded and no state transition is

made since the sample isuncertain which state itbelongs to. The statisticsiscollected

only when the testingissuccessful. When the state transitsto the normal state,itwill

stay in the state untilthere are N3 consecutive failedtesting. Ifthishappens, the state

transits to the prebursty state. As before, the statisticsis collected only when the

testingissuccessful. The same procedure isfollowed when the state isin the prebursty

state. The proposed algorithm can eliminate falsetransitionsand discard the uncertain

samples; hence, there is no error accumulation. An experiment using the above

algorithm to estimate the originaltrafficcharacteristicsisperformed. The value of C(t)

is 6 and the values of N1, N2, N3, B1, B2, and B3 are the same, 2. The reconstructed
trafficcharacteristicsfordifferentsource models are shown in Tables 3-25 to 3-27.

_rmal
N1

N2 fail

Bursty
SUC

Figure 3-19. State Diagram of Rme Comparison Algorithm III

Table 3-25. Characteristics of Original MMPP and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5 sec 2.49 sec

(_11) 0.00102sec 0.001029 sec

Erl'2] 0.25sec 0.1848sec

(_) 0.01sec 0.01122 sec
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Table 3.26. Characteristics of Original MMBP and Reconstructed Traffic Pattenm

Original Reconstructed

E[T 1] 2.5 sec 2.76 sec

(_11) 0.00102 sec 0.001023 sec

Err2] 0.25 sec 0.2318 sec

(_22) 0.01sec 0.0106sec

Table 3.27. Characteristics of Original MMDP and Reconstructed Traffic Patterns

Original Reconstructed

E[T1] 2.5 sec 2.757 sec

(_1) 0.00102 sec 0.00102 sec

E[T2] 0.25 sec 0.274 sec

(_-2) 0.01sec 0.01sec

After the source model isconstructed,the accuracy ofthe model must be checked. For

1 1

example, afterthe MMPP isconstructed,r =E-_I] + E[T2] 'E[;_],and E[_.2] should be

calculatedand compared with the measurement results.

Another usefulness of the real time algorithm is that the estimated parameter values

can be used as initialvalues for the offlinealgorithm. For example, instead of solving

Equation 3-35 for r,the estimated r can be use as an initialguess for c in applying the

oflline fitting algorithm.
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Section 4

Traffic Generation Procedure

This section presents packet header contents for a trafficsimulator, a trafficflow

analysis,a trafficsynthesis procedure, and a mechanism of forcingcongestion.

4.1 Packet Header Contents

The packet header structure of the mesh VSAT network as given in [i-i] is shown in

Figure 2-I. The trafficsimulator generates data packets with the basically identical

header format as the underlying network. However, some modifications ofthe header

contents may be necessary for the testing purposes. First,the necessary header fields

forthe traffc simulator are identifiedand described below. Then, relationshipsbetween

the proposed header structure and that of the mesh VSAT network are presented.

The packet header structure generated by the trafficsimulator is shown in Figure 4-I.

The figure also shows the relationships between the packet header fields of the traffic

simulator and those of the operational satellitenetwork. A single-satellitescenario is

assumed, although itsextension to multiple satellitesis straightforward. The packet

header generated by the trafficsimulator consistsof the following routing and channel
identificationinformation:

• Multicast identification:I bit (when this bit is set, the packet is

broadcast to all the dwell areas of the selected downlink beams)

• Downlink beam identification:8 bits (eightindependently selected

beams forpacket routing)

• Dwell area identification:3 bits (this field is ignored when the

multicast bit isset)

• Simulator identification:3 bits(specifiesone ofthe eight simulators)

• Virtual channel number (VCN): 8 bits (identifies one of 256 unique
circuitconnections from the selected trafficsimulator)

• Packet sequence number (PSN): 4 bits (identifies a specific packet
associated with a selectedVCN)

• Time stamp: 32 bits(time slotnumber: 0 - 232 or 0 - 48.5 days)

Special header fields,which are not availablein the originalstructure,are included in

the TSD field.The TBD fieldmay alsoinclude FEC paritybitsfora packet header.
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Figure 4-1. Mapping of Packet Header Fields of Traffic Simulator and Satellite Network

If there is no sufficient space available in this field, the time stamp bits may be included

in the information field. The traffic simulator generates packet headers of the satellite

network with certain fields replaced by the header contents as indicated in the figure.
Unassigned fields and unused bits in the assigned fields may contain predetermined bit

patterns. Alternately, the traffic simulator may preselect or dynamically select

unassigned bits to provided additional features, such as selection of a satellite,
identification of source earth terminals, and priority control.

Each traffic simulator can generate up to 256 different circuit connections, and when
combined with the simulator IDs a maximum of 2048 distinct channels can be

accommodated in the testbed. Each VCN is associated with a specific point-to-point or

multicast connection, and multiple VCNs may be assigned to the same beam/dwell area
connection.

The packet sequence number isuseful foridentifyingdiscarded packets by the on-board

switch due to congestion. A four-bitfieldallows detectionof up to 15 consecutive packet

losses with the same VCN. Although some ambiguity existsin identifying discarded

packets ifmore than 15 packets get lost,thisis a very unlikely event.

A time stamp is added to the packet header at the time of packet transmission. Time

stamps are useful formeasuring the average packet delay and delay jitterthrough the

switch. Measured timing data can be processed in real time or off-line.Interesting

measurement, although it complicates trafficsimulator design, can be realized by

placing a time stamp at the time of packet generation and in emulating earth station

buffer operation. This will provide delay performance measurements between user
interfaces.

Although not included in the packet header, a priority control fieldwould be a nice

feature to be added. Some traffic,such as voice and video, is delay sensitive and

requires a low packet lossratio,and others are lesssensitiveto the propagation delay

and can toleratea higher packet lossratio.When congestion occurs the on-board switch

discards low priority packets first,providing better performance for high priority
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sexvices. This will have an impact on on-board buffer management but enhance user
service flexibility.

4.2 Traffic Analysis

Traffic analysis is a process of estimating a traffic flow from traffic simulators to

downlink beams for a given set of simulator parameters. Traffic synthesis, discussed in

Section 4.3, is a reverse process of deriving traffic simulator parameters from a set of

system traffic requirements, such as a system traffic loading factor, dowulink beam

traffic loading factors, the volume of point-to-point and multicast traffic, and a packet

loss ratio. A synthesis procedure uses simple analytical tools to properly select traffic
simulator parameters to meet desired system testperformance.

4.2.1 Characterization of Traffic Simulator

The number oftrafficsimulators in the DDPS testbed ranges from one per uplink beam

(a total of 8 simulators) to 32 per uplink beam (a total 256 simulators). In the following
discussion,the eight-simulator configuration isassumed, since thiscan be implemented

with current technology and simplifiesa testsetup and simulator operation. Itis also

desirableto be able totestthe DDPS with a smaller number of simulators,for example,

in the case ofsome simulator failure.In an extreme case, a singletrafficsimulator can

be used to fully load all downlink beams using only a 1/8 of its trafficcapacity - all

packets are broadcast to all dwell areas. Thus, the number of simulators assumed in

the analysis is s, where s < 8. Each simulator is capable of generating a maximum 1024
packets per frame (PPF).

A traffic simulator generates point-to-point (PTP) txaffic as well as multicast (MC)

traffic. To characterize simulator output traffic, the following notations are used:

Cu Uplink beam capacity (1024 PPF)

Cd Downlink beam capacity (1024 PPF)

Tui Uplink beam average trafficvolume (trafficloading) ofSimulator i(Tui

-<Cu),where 1_<i__.s (_<8).

Normalized average point-to-pointtrafficvolume from Simulator ito

switch output portj,where 1 < i__.s and 1 _<j_<8. Example: Pij= 0.25 if

a 25% of Tui goes from simulator ito output portj.

Multicast connectivityvalue (0or I)forSimulator i(i < i< s),multicast

configuration number h (1 _<h < 247),and switch output portj (1 < j _<

8). (Detailedexplanation given below.)

qih Normalized average trafficvolume from Simulator iwith multicast

configuration h, where 1 < i< s and 1 _<h < 247. (Detailedexplanation
given below.)
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"A traffic simulator may generate multicast traffic with various connectivity

configurations, where each configuration represents an uplink-downlink beam

interconnection associated with a unique VCN. There are 247 distinct multicast

configurations for a given traffic simulator (i.e., 28 - 1 no-connection - 8 point-to-point

connections). Figure 4-2 shows an example of multicast connections generated by a

traffic simulator. In this example, Traffic Simulator i generates four types of beam
connectivity.

SWITCH OUTPUT SWITCH OUTPUT SWITCH OUTPUT SWITCH OUTPUT

PORTS PORTS PORTS PORTS

h=l h=2 h=3 h=4

Figure 4-2. Example of Multicast Connections

The connectivity value tihj for a configuration h is 1 if output port j is a part of the

malt/cast connection; otherwise, it is O. In the above example, the following connectivity
values are assigned:

[till, til2, ti13, ti14, ti15, ti16, ti17, ti18] = [1, 1, 0, 1, 0, 1, 0, 0]

[ti21, ti22, ti23, ti24, ti25, ti26, ti27, ti28] = [0, I, i, O, O, i, O, i]

[ti31, ti32, ti33, ti34, ti35, ti36, ti37, ti38] = [1, O, O, O, 1, O, 1, O]

[ti41, ti42, ti43, ti44, ti45, ti46, ti47, ti48] = [0, 0, 1, 1, 1, 1, 0, 0]

The normalized average trafficvolume qih is defined for each multicast connectivity

configuration h. For example, ifthe tra_c distributionof simulator i is25% for point-

to-pointtmfSc, and 15%, 10%, 20%, and 30% formulticast configurations h=l, 2,3, and

4,then qih isgiven by

[qil, qi2, qi3, Cti4] = [0.15, 0.1, 0.2, 0.3]

4.2.2 Traffic Flow Equations

Using the traffic simulator parameters defined above, various traffic flow values can be

obtained using simple equations. In the following, symbols n, w, mi, and p denote

respectively the size of a routing switch (i.e., n = 8), the number of dwell areas per

downlink beam (i.e., w = 8), the number of multicast connectivity configurations for
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_c Simulator i (mi < 247), and the packet loss ratio of the switch (pj < I). For

multicast tra_c, the packets received by a switch output port are broadcast to alldwell

areas ofthe corresponding downlink beam. Thus, a singlemulticast packet in an uplink

resultsin a maximum of 64 downlink dwell area packets.

Total PTP Trafficto Output Port j: Poj = i l_jTm

i=1

Total MC Trafficto Output Port j: i miMoj= Z q tmj
i=l h=l

Total Trafficto Output Port j: Tm=Poj+ oj

Total PTP Tra_c to Downlink Beam j: Pdj = (I-pj)Poj

Total MC Trafficto Downlink Beam j: Mdj = (I -pj)wMoj

Total Tm_c to Downlink Beam j: Tdj = (Pdj + Mdj)

Total Uplink PTP Traffic: Pu = _ Tui Pij = Poj

i=1 j=l j=l

Total Uplink MC Traffic: i miMu= Tui ,___,qih
i=1 h=l

Total Uplink Traffic:

S

Tu = Pu +Mu = _Tui
i=l

Total Downlink PTP Traffic: Pd = iPdj

j=l

Total Downlink MC Traflic: Md= _Mdj

j=l

Total Downlink Traffic: Td = Pd + Md

ItisoRen convenient to express a trafficvolume in a normalized form. A traf_c loading

factoris def'med as the ratioof an information trafficvolume and a totaltrafficcapacity.

Several loading factorsare defined below:

TrafficSimulator Loading Factor:
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Total Uplink Loading Factor:

Downlink Beam Loading Factor:

Total Downlink Loading Factor:
Td

The downlink beam loading factor rldj is an important indication for predicting a

severityof switch output port congestion and provides an estimated packet lossratiofor

a given buffer size. One technique to introduce controlled congestion in the the system
is to select a desired packet loss ratio and to estimate the corresponding downlink

loading factor by a lookup table. This technique is used in the traffic synthesis and

explained in Section 4.3.

4.2.3 Example

The example presented herein assumes a DDPS test configuration using two traffic

simulators (i.e., s = 2). These simulators generate tra_c of the following characteristics:

Tul = 720 PPF, Tu2 = 960 PPF, Cu = Cd = 1024 PPF

[Plj] = [0.1, 0.15, 0.2, 0.08, 0.22, 0.12, 0.03, 0.02]

[P2j] = [0.07, 0.12, 0.08, 0.15, 0.07, 0.11, 0.24, 0.05]

Multicast connectivity configurations are shown in Figure 4-3. Simulators 1 and 2

generate respectively three and four types of multicast connection, where Simulator 2
includes a broadcast connection. Multicast connectivity values and normalized traffic

volumes are given as follows:

[tllj] = [1, 0, 0, 0, 1, 0, 1, 1]

[tl2j] = [0, 1, 1, 0, 0, 1, 0, 1]

[tl3j] = [1, 1, 0, 1, 0, 0, 1, 0]

[qlh] -- [0.03, 0.04, 0.01]

[t21j]= [0,i,O,O, i,O,O, O]

[t22j]= [1,i, 1,I,I,I,1, I]

[t23j]= [0,O, i,I,i,O, I,O]

[t24j]= [0,O, 1,O, O, I,O, I]

[q2h] = [0.04, 0.02, 0.02, 0.03]
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Figure 4-3. Multicast Connections of Traffic Simulators I and 2

The results of the aualysis are summarized in Table 4-1. For simplicity, no packet loss

(p = 0) is assumed in the analysis. A few interesting facts should be pointed out. The
total uplink multicast traffic is 163 PPF which is about a 10-percent of the total uplink

traffic volume. These packets are multicast to different output ports and further
broadcast to all the dwell areas associated with the output ports. Thus, the contribution

of uplink multicast traffic to the total downlink traffic becomes significantly larger,

Table 4-1. Summary of Traffic Parameters for the Example

[Poj]
[Moj]
 oj]

Mu

Pd

Td

Dlm]

Tlu

[_dj]

11d

139 223 221 202 226 192 252 62

48 94 96 46 98 77 67 98

187 317 317 247 324 269 319 161

139 223 221 202 226 192 252 62

384 749 768 365 787 614 538 787

523 972 989 566 1013 806 790 850

1517

163

1680

1517

4992

6509

0.70

0.21

0.51

0.79

0.94

0.95 0.97 0.55 0.99 0.79 0.77 0.83
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i.e_, 4992 PPF which is a 77-percent of the total downlink traffic. In the operational

system, the amount and connectivity of multicast traffic must be strictly controlled to
avoid switch congestion. The table shows a traffic loading factor of 0.99 in downlink

beam #5. However, this value may not be achievable in the actual test, in particular to

meet a low packet loss ratio.

4.2.4 Special Case Analysis

To derive explicit expressions for various traffic flow parameters, a special case is
considered in this subsection. The results presented below are useful for an

understanding of the problem. Consider s traffic simulators (1 _<s _<8), each generating
traffic of the same characteristics. All point-to-point traffic generated by a simulator

are equally distributed to all output ports, and all multicast traffic are broadcast to all
downlink beams. Let r be the traffic loading factor of a simulator, and p and q be the

total normalized average traffic volumes of point-to-point and multicast traffic,

respectively. Then, the following relationships hold:

p+q=l

_ui = r, l<i<s

Tui = rC, 1 _<i _<s (note: Cu = Cd = C)

Pij = p/n, l<i<sandl<j<n

mi= 1,l_<i_<s

tihj= i forh = i and 1 _ i_<s and 1 _<j_ n; = 0,otherwise

qih = q forh = i and 1 <_i_<s;= 0,otherwise

Table 4-2 summarizes the results of the analysis. The table also includes parameter

values for two extreme cases: point-to-point only traffic (i.e., p = 1 and q = 0) and

multicast-only traffic (i.e., p ffi 0 and q = 1).

The total downlink trafficis given by (I - pXp + nwq)srC for mixed point-to-pointand

multicast traffic.The sensitivityof multicast trafficto the totaldownlink trafficisnw =

64 times greater than that ofpoint-to-pointtraffic.A similareffectwas also observed in

the previous example.
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Table 4-2. Summary of Traffic Parameters for a Special Case

.TRAFFIC FLOW SYMBOL PTP & MC PTP

(p=l, q=0)
MC

(pf0, q= 1)

Total

Total

Total

Total

Total

Total

PTP Traffic to Output Portj Poj

MC Traffic to Output Port j Moj

Traffic to Output Portj Toj

PTP Trai_c to Downlink Beam j PdJ

MC Traffic to Downlink Beam j Mdj

Traffic to Downlink Beam j Tdj

sprC/n srC/n

sqrC srC

(p/n + q)srC srC/n srC

(1 - p)sprC/n (1 - p)srC/n

(1 - p)swqrC (1 - p)swrC

(1 - pXp/n + wq)srC (1 - p)srC/n (1 - p)swrC

Total

Total

Total

Total

Total

Total

Uplink PTP Traffic

Uplink MC Traffic

Uplink Traffic

Downlink PTP Traffic

Downlink MC Traffic

Downlink Traffic

Pu sprC - srC

Mu sqrC

Tu srC srC srC

Pd (1 - p)sprC (1 - p)srC

Md (1 - p)nswqrC (1 - p)nswrC

Td (1 - p)(p + nwq)srC (1 - p)srC (1 - p)nswrC

Traffic Simulator Loading Factor

Total Uplink Loading Factor

Downlink Beam Loading Factor

Total Down]ink Loading Factor

_ui r r r

_u r r r

ndj (1 - p)(p/n + wq)sr (1 - p)sr/n (1- j__wsr

_d (1 - pXp/n + wq)sr (1 - p)sr/n (1 - p)wsr

4.3 Traffic Synthesis

Traffic synthesis is the reverse process of traffic analysis and may be used along with

the analysis procedure to properly select traffic simulator loading parameters. The use

of the analysis technique alone complicates a parameter selection process for achieving

a desired system performance level for testing. The synthesis procedure described in
the following should be taken as a representative, since there is no unique way of

selecting a set of simulator parameters to achieve the desired performance goal.

4.3.1 Downlink Traffic Loading and Packet Loss Ratio

In the DDPS system, one of the criticaloperational considerations is a congestion

control mechanism to prevent performance degradation due to switch congestion.

A certain packet lossratio(PLR) must be met for a given service.For example, a circuit

switched service should have a very low PLR, desirably no packet losses due to

congestion, while some packet switched trafficmay tolerate a larger PLI_ The PLR is

directlyrelatedto the downlink trafficloading factor(DLI_) fora given sizeof on-board

buffer. Figure 4-4 plots the relationshipbetween the DLLF and PLR forvarious buffer

sizes.Poisson trafficdistributionisassumed. A similar curve may be obtained forother
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Figure 4-4. Relationship Between DLLF and PLR for Buffer Size as Parameter

types of traffic, such as bursty Waffle [4-1]. The traffic synthesis procedure described

below uses this relationship to select proper simulator parameters for a given degree of

congestion.

The DLLF-PLR curve given in the figure may also be applicable to dwell area traffic

depending on the buffer structure and the time slot allocation procedure used for
downlink transmission. Six cases are shown in Table 4-3. A common bufferis shared

by alldwell area trafficand has no predefined individual buffer allocationto different

dwell areas. Separate dwell area buffersmay consistof a singlephysical storage area

Table 4-3. Alternate Dwell Area Traffic Buffer Designs

Buffer Structure

Common Downlink

Buffer

Separate Dwell Area
Buffers

BufferAllocation

Dynamic

Preallocation

Downlink Time SlotAllocation

Dynamic Preallocation

Case i Case 2

N/A N/A

Dynamic

Preallocation

Case 3 Case 4

Case 5 Case 6
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for a dowulink beam, but its partition to different dwell area traffic can be allocated

dynamically or on a preallocation basis. In preallocation, the available resources are

adjusted at a much slower rate than the frame period to accommodate changes in the

overall traffic flow. A time slot allocation procedure can also be dynamic based on the

amounts of dwell area traffic or can be preallocatecL Different DLLF-PLR performance

will result in depending on the allocation procedure used.

Cases 1 and 3 utilizethe allocated buffers most efficientlyand yield the same DLLF-

PLR performance, provided that dwell area buffer allocation and time slot allocation in

Case 3 are properly coordinated. The DLLF-PLR curve shown in Figure 4-4 can used to

estimate the PLRfor downlink beam and dwell area traffic for a given DLLF and a
buffer size.

In Case 2,the DLLF-PLR performance willvary depending on the amounts of trafficto

differentdwell areas and their dwell durations. An analysis or simulation isneeded to

characterize the relationshipamong the PLR, dwell area trafficloading,and d_ ,'.area

capacity.

Case 4 is a more general case of Case 2 in which dynamic buffer allocation is performed

according to a certain rule based on dwell area trafficvolume. As a special case, in

which dwell area buffer sizes are adjusted on a packet-by-packet basis for incoming

traffic, the PLR performance becomes identical to that of Case 2.

In Cases 5 and 6,dwell area trafficbuffersare preallocated,and downlink time _ s are

eitherdynamically allocatedor preallocated. For preallocatedtime slotoperation (Case

6), the relationship given in Figure 4-4 can be used to estimate the PLR for a given

buffer size, where the DLLF should be interpreted as a dwell area traffic loading factor.

The PLR performance for Case 5 will be better than that of Case 6 and will require a

further analysis to take into account a specific time slot allocation procedure.

Depending on the design technique used for downlink dwell buffers, the proper DI.J,F-

PLR performance curve should be used in the synthesis procedure. In the following,

Case I or Case 2 is assumed for simplicity. Consideration should also be given to the

impact of the additional buffer required to absorb the time displacement caused by

downlink time plan changes.

4.3.2 General Procedure

A general procedure for traffic synthesis is depicted in a flow diagram in Figure 4-5.

The procedure consists of three major routines: (a) uniform traffic loading, (b) simulator

traffic adjustment, and (c) DLLF/PLR adjustment. Uniform traffic loading generates a

set oftraffc simulator parameters which meets a specifiedDLLF/PLR value and is
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basedon uniform tra_c distribution of PTP and broadcasttraffic. The resulting traffic
profile may be modified to generate various other traffic scenarios. The simulator traffic

adjustment step allows modifications of traffic simulator parameters with/without

changes in the traffic loading factors of downlink beams. The DLLF/PLR adjustment

routine, on the other hand, provides a capability of selecting a different DLLF/PLR for

each down]ink beam. The major difference in the computational procedure between the

two routines is that the former is primarily based on foreword calculation (analysis) and
the latter backward calculation (synthesis). Detailed computational procedures of these

routines are described in the following. Although the proposed synthesis procedure

should satisfy most of the testbed operational requirements, other features may be
accommodated as needed.

Uniform Traffic Loading

Uniform trafficloading isa procedure ofsettingup trafficsimulator parameters to meet

a desired DLLF or PLR. All trafficsimulators generate uniformly distributedtrafficto

allthe dowulink beams and broadcast to alldwell areas for multicast traffic.Let rldbe

the DLLF corresponding to a desired PLR. Furthermore, assume that a and _ are the
normalized distributionsofpoint-to-pointand multicast trafficin the dowulink beam: a

+ _ = 1,and CaldC and _TldC are respectivelythe average downlink beam PTP and MC

trafficvolumes. The downlink trafficisequally distributedto alldwell areas within a
beam.

Simulator parameters to satisfythe above trafficdistributionare obtained from Table 4-

2. In the following equations, various notations are defined in Subsection 4.2.4,and

eight dowulink beams and eight dwell areas per beam are assumed (n = w = 8).

Simulator TrafficLoading Factor.
[I + a(nw - l)_Id (i + 63a_d

r - (1-p)ws = 8(1-p)s

Normalized Average PTP TrafficVolume:
_wn

P = (1 -p)[1+ a(wn o 1)]

64a

= (1 - pX1 + 63(x)

Normalized Average MC TrafficVolume: q
1-(X

= 1 -p = (1- p)[1_-_wn - 1)]

1-a

= (1 - pX1 + 63a)

For a given number of trafficsimulators, the selectionof the loading factor 01d) and

normalized PTP trafficvolume (a) cannot be arbitrary, since the amount of traffic

generated by a trafficsimulator is limited,i.e.,r _<1. Figure 4-6 plots the minimum

number of trafficsimulators needed in order to testvarious combination of a dowulink

loading factorand PTP tramc volume. No packet lossdue to congestion isassumed (p =

0). Thus, the DLLF values shown in the figurecan be interpreted as the trafficloading

factorat the input to a TDM bufferwhich closelyapproximates the DLI_ fora small p.
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Figure 4-6. Number of Traffic Simulators Required for Given DLLF and PTP Tmft'm

From the figure, for example, three traffic simulators can generate close to a 100% of
down]ink traffic of which about a 37% is point-to-point trafSc and the rest broadcast

tra_c.

The trafficsimulator parameters computed above generate the required downlink traffic

to meet a selectedloading factor.These parameters may be modified to testthe DDPS

system under various other trafficconditions. The following two routines provide

guidelines for implementing additionalfeatures in the testbed. Procedures forcontrol

and operation oftrafficsimulators and trafficconfigurationsmay incorporate the three

basic routines forflexibleDDPS testing.

Simulator Traffic Adjustment

This step allows the operator to modify the trafficsimulator parameters obtained in the

above step to testthe system for a specificuser trafficenvironment. The operator may

wish to modify some of the simulator parameters with or without changing downlink

loading factors. In general, changes in simulator parameters will result in different

loading factorsfor differentdowulink beams. However, an iterativeroutine based on

the trafficanalysis can be developed such that changes in some trafficparameters

automatically adjust parameters of other trafficsimulators to maintain the same

downlink loading factors. As in the previous case, a feasibilityof a new set of

parameters must be examined.
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Loading Faetor/PLR Adjustment

This routine differsfrom the simulator trafficadjustment routine in the selectionof

trafficparameters. The operator selectsa new set of downlink loading factors(orpacket

loss ratios) for individual downlink beams. A built-in computational routine

automatically adjusts simulator parameters to yield the selected loading factors.

Unrealizable requests will be prompted to the operator with suggestions for possible

modifications. The operator does not have a direct access of modifying simulator
parameters.

4.3.3 Forcing Multicasting/Broadcasting

A mechanism for forcing multicasting and broadcasting is built into the header

structure of data packets. When a multicast bitis set,the packet willbe routed to the

proper switch output ports according to the beam l'D field. These packets are broadcast

to all dwell areas of the designated down]ink beams. The impact of multicastYbroadcast

traffic on the dowulixLk beams is evaluated in Section 4.2.2 and analyzed in detail in
Sections 4.2.3 and 4.2.4. A traffic synthesis procedure for an arbitrary set of DLLFs

with multicast trafficisslightlymore complex. Trafficsimulator parameters to satisfy

the given DLLFs are obtained by solving a set of linearequations given in Section 4.2.2.
Three possiblecases exist:

a. There isno feasibleset ofparameters.

b. A unique solutionexits.

c. There are more than one set of parameters to satisfy the given
DLLFs.

In most cases,the solutionwillbe eithera or c. Ifthere isno feasiblesolution,a new set

of DLLFs should be selectecLIfthere isno unique solution,some simulator parameters

may be arbitrarilyselectedwithin certainconstraintssuch that the selectedparameters
produce the desired downlink loading factors.

4.3.4 Inducing Beam/Dwell Congestion

A mechanism for inducing congestion at the selected downlink beam or dwell area is

also easilyaccommodated by increasing the amount ofsimulator trafficto the selected

downlink beam or dwell area. A detailed discussion is provided in the previous sections.
For random traffic,potential congestion always existsregardless the size of downlink

buffer and the amount of trafficloading. Thus, inducing congestion may be interpreted

as increasing the severerityofcongestion,or equivalently increasing a packet lossratio.

Figure 4-4 provides a guideline for selectingthe DLLF for a given PLR, and the traffic

synthesis procedure described in the previous sectiongenerates a set oftrafficsimulator

parameters to cause the required congestion state. As in the case of multicast traffic,

some trafficsimulator parameters must be properly selectedin solving linearequations.
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4;4 Congestion Control

A congestion control procedure consists of four steps: a) monitoring, b) processing, c)

transmission of control messages, and d) implementation. Congestion monitoring is

performed by the DDPS, and the status information is sent to the network control

system. The network control system processes the congestion status information to
determine the timing for exercising congestion control. It also generates proper control

messages for the trafficsimulators. The trafficsimulator responds to the congestion

control messages by increasing or decreasing trafficto certain down]ink beams and

dwell areas. In the operationalsystem, the lastthree steps may be implemented by the

user terminals. Alternately,the on-board controllermay implement the second step for

centralizedcontrol. The following sections describe the firstthree steps in detail,and

the fourth step isdiscussed in Section 5.

4.4.1 Congestion Monitoring

The stateof switch congestion may be monitored using one oftwo techniques. The first

technique isto directlymeasure the length of the packet queue in the TDM buffer. The

queue length information isperiodically,for example once a frame, sent to the network

control system for processing. The change in the queue length between two successive

measurements corresponds to the differencein the numbers oftransmitted packets and

arriving packets during the measurement interval. Since the rate of downlink

transmission isknown, the rate ofpacket arrivaliseasilyestimated from the measured

data.

The second technique is to count the number of packets arriving at the buffer for a

measurement period. The current queue length can be estimated from the previous one

by adjusting itforthe differencein the numbers ofpacket receptions and transmissions.

Thus, the two techniques basicallyprovide the same congestion information. However,

the second technique is lessrobust because of the following reasons. When congestion

occurs and packets are discarded, the number of packets discarded must be taken into

consideration in estimating the queue length. Also, ifa congestion monitor message

gets lostdue to transmission errors, the ground terminal loses an accurate count of

queued packets.

Dwell area congestion can be monitored using the same techniques given above.

Depending on the buffer structure used, either beam congestion monitoring or dwell

area congestion monitoring isemployed.

4.4.2 Congestion Processing

The network controlsystem receivesmeasurement data, makes a decisionon congestion

control based on itsinternal algorithm, and supplies control information to the traffic

simulators. These are basicallysoftware functions and have flexibilityof experimenting

different procedures. Since detailed congestion control procedures and simulation

resultshave been presented in the previous study report [4-1],this sectiondescribesan

overallprocedure and considerationsofimplementing congestion controlalgorithnns.
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Qlieue lengths measured on beard may be directly compared against preselected

congestion control threshold values (L1 and L2, where L1 < L2) on a frame-by-frame

basis. When the queue length of the downlink buffer j exceeds L2, congestion is

declared for the downlink beam (or dwell area),and simulator trafficto that beam is

reduced to aTij,where a (< 1)isa preselectedadjustment factorfortrafficreduction and

Tijis the current trafficvolume from Simulator ito downlink beam j. The congestion

"on" state ismaintained tillthe queue length decreases below L1. When thisoccurs,the

congestion statechanges to "off",and simulator trafficisincreased to _Tij,where _ (> 1)
is a preselected adjustment factorfor trafficincrease. The use oftwo threshold values

minimizes a "flip-flop"effectof congestion controldue to fluctuationof measured queue
lengths.

The basic congestion control concept described above may be enhanced with the

incorporation of more elaborate procedures for congestion de.tcctionand control. For

example, rather than using instantaneous queue length values, measured data may be

smoothed with a fixed window or slidingwindow technique. Also, some mechanism to

predictthe trend of trafficgrowth or decrease may be useful to optimize the controlloop

performance (i.e.,minimizing congestionwhile m_mi_ing the throughput). Congestion

control is typicallyperformed no more than once per one round triptime based on the

observation of the effectof the previous control message. However, for a predictable

trafficchange, execution of several correctionsteps in one round triptime willprovide

betterperformance. Alternately,more than two threshold values may be establishedfor

finercontrol. Effectivenessof these procedures may be evaluated in the experiment.

4.4.3 Control Message Transmission

To develop a flexible congestion control configuration, most processing tasks are

performed by the network controlsystem. The interfacebetween the network control

system and trafficsimulators is relativelysimple and carries the following control

messages from the network controlsystem to the trafficsimulators:

a. Identification of the downlink beam or dwell area for congestit
control,and

b. Trafficvolume adjustment factor,a or J_.

The traffic simulators simply implement the control message .by decreasing or

increasing traffic to the designated beam/dwell area by the amount indicated by the

adjustment factor. To emulate the operational satellite system environment, the

network control system delays the transmission of control message by one round trip
time.
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Section 5

Traffic Generator Implementation

This section presents block diagrams of high-level design and implementation for a
traffic generator (TG). The soRware_ardware requirements are investigatech Also
discussed is the congestion detection procedure and the monitoring functions at the

switch as well as the necessary functions of the TG to provide traffic source response

procedure to (beam) congestion. A survey of the available traffic generators and their

applicability to ISP testing is presented. The overall testbed configuration is presented

along with the interactions among different components in the testbed.

There are twobasic functionsof a trafficgenerator:

1. packet arrivaltime generation.

2. packet content (header and payload) generation.

The packet header contains source address, destination address(es),priority,control,

FEC, and the testingfield.The testingfieldcontains a VCN, SN, and time stamp. The

testingfieldisused forperfomance measurement. Ifthe packet header sizeisnot large

enough to include the testing field,the testing fieldmay be included in the packet

payload. The following discussion assumes that the testing fieldis included in the

packet header.

Differentapproaches of implementing the above two functionsin a trafficgenerator are

considered as follows. Depending on the objectives of the testing, three different

approaches can be used for trafficgeneration. First,a commercially available traffic

generator or bit pattern generator is used. The major disadvantage is that these

generators are not very flexible. For the packet arrival time generation, either the

packet arrivaltime isa constant (forexample, packets are read from the RAM following

a specificsequence) or only a very few statisticalqueueing models are available. For the

packet header generation, the number of differentpacket headers islimited and/or itis

very specificto certain traffictypes (forexample ATM). The second approach isto build

a statictrafficgenerator in house. The statictrafficgenerator reads packets from a

RAM following a deterministic sequence repeatedly. The packet arrival time is

deterministic. The number of packet headers which can be specifiedis limited by the

RAM size. Although the staticgenerator can not evaluate the switch performance (such

as loss and delay) and the effectivenessof the congestion control algorithm, itcan be

used to verifythe switch operation (such as switch routing). The third approach is to

build a dynamic trafficgenerator. This section will focus on the hardware/software

implementations of a dynamic traffic generator. For real time operation, the

implementation of the TG should be as hardware oriented as possible.
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Before different implementations of a dynamic traffic generator are presented, two

important issues are discussed: the uplink rate and the number of traffic generators.
The number of traffic generators required largely depends on the role of the traffic

generator in the satellite network. If one traffic generator is equivalent to one terminal,
then the number of tramc generators is 8 x 1024, which is too excessive. If one traffic

generator represents one carrier, then the number of traffic generator is 8 x 32. In this

case, each TG is shared by at most 32 terminals since there are only thirty-two 64-

kbit/sec slot in one carrier (assuming that there is no subchannel allocation). As

discussed in Section 3, eight hardware multiplexer devices need to be built in front of

the switch to multiplex uplink carriers into a single high-speed TDM stream. This may

increase the cost. of the switch and make the analysis of the traffic pattern more
difficult. The reason is that even though the traffic pattern for each carrier is known in

advance, the statistical multiplexed traffic pattern is not known.

Ifone trafficgenerator generates the aggregate trafficfrom all the terminals in one

uplink beam, there are only eight trafficgenerators. The output ofthe trafficgenerator

can be directly interfaced with the input port of the switch. The correspondence

between the roleof the trafficgenerator and the number oftrafficgenerators islistedin
Table 5-1.

Table 5-1. Correspondence between Role of Traffic Generator and Number of Traffic
Generators

Role Number

terminal 8192

carrier (2 Mbit/sec) 256

beam 8

As indicated in Reference 1-1, the uplink rate in the operational system is 65.536

Mbit/sec. Since the size of the packet is 2048 bits, each TG has to be able to generate
packets at 32 kpkt/sec. This rate determines whether it is feasible for the TG to

generate the traffic in real time. This rate along with the testing duration and the size

of the packet header determines the amount of storage required if the trafficis

generated off-line.Most commercially availableCPU beard can only generate packets

with a rate in the range of I0 Mbit/sec. This constraint isdue to differentfactorssuch

as the CPU speed and the number of CPU cycles required to generate packet arrival

times following a certain distribution. In order to generate packets with the desired

speed, specialCPU such as a RISC processor or specialhardware must be used. Ifthe

trafficprofileofthe trafficgenerator isconstructed off-line,then the speed of generating

a packet arrivaltime is not a concern. To generate 65.536 MbWsec real time data, the

RAM access cycle isonly 2.048 MHz using a 32 bit parallelbus. The parallelto serial

converter (between the RAM and the switch) is widely available in the 65.536 MHz

range.
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5:1 On-Line Dynamic Traffic Generation

The on-linedynamic trafficgeneration requirement islistedin Table 5-2.

Table 5-2. On-Line Traffic Generation Requirement

Requirement Value

speed (bit/sec)

speed (pkt/sec)

65.536 Mbit/sec

32 kpkt/sec

There are two approaches, A and B, foron-linedynamic trafficgeneration. Approach A

isto use a workstation (or a PC) to generate real-timetmf_c. The possibleconfiguration

of the TG isshown in Figure 5-i. The workstation must have a physical connection to

the outside world. The workstation has an user interface.The user interfaceshould be

flexibleenough such that the user can set up the test configuration,selectthe source

queueing model for each trafficsimulator, characterize the parameter values for each

queueing model, enter the duration for the testing, and select the performance

measurements. If the workstation is able to handle the generation of individual

packets, it generates arrivals of fixed-sizepackets by executing some trafficsource

queueing algorithms and assigning the fieldsof a packet header. Some of the fieldsin

the packet header such as the destinationand the prioritycan be generated by applying

differentprobabilities.Ifthe workstation can not handle each individual packet, the

workstation may generate arrivalsof larger packets, for example an image or a frame.

The workstation generates arrivalsoflarge,variable-lengthpackets by executing simple

trafficsource queueing algorithms and their associated packet headers. The host-

network interfacesegments the variable-length packets into Rxed-length packets and

attaches packet headers. The interface also performs FEC and idlecellinsertion to

maintain link synchronization. The host-network interfacechips (most ofthem are for

ATM applications) are available in the market and the speed can go up to 155.52

Mbit/sec. To minimize the cost,a workstation may have to generate trafficfor more

than one uplink beam. The on-lineapproach ismore feasibleifthe speed requirement is

low. The hardware/software requirements are listedin Table 5-3.

I Sun I_,! Host-Network I.-w° tati°nl I Adaptor/
• Traffic Model • Segmentation
• Packet Generator • Line Interface

Traffic Generator

Figure 5-1. Traffic Generator Configuration A

- 83 -



Table 5-3. Hardware/Software Requirement for ContigurauonA

Hardware

workstation to generate packet
arrivals and packet headers on-line

high-speed bus

host-network adaptor to segment
variable-size packets into fixed-size
packets, to attach the packet
header, to perform FEC on packet
header, and to insert idle packets

Software

(simple) statistical queueing model

interface driver

Approach B is to use the workstation to load the burst traffic profile of some statistical
queueing arrival process to a processor board off line (see Figure 5-2). The processor

board generates packet arrival time based on the burst traffic profile using hardware

mechanisms. An example is given below.

A 97 Mbit/sec on-line ATM TG was proposed in Reference 5-1. The TG generates on-off

process traffic on-line and in real time. An on-off process is clmracterized by the on
state duration, off state duration and on state arrival rate. The on state packet arrival
rate is a constant. The on- and off-state duration is a fimction of time. The burst traffic

profile of each on-off process is constructed off-line by the workstatio_ The burst tra_c

profile format is shown in Figure 5-3. The traffic profile is a series of bursts and each

burst consists of two elements: the number of information packets and the number of

idle packets. The TG generates real-time traffic using these two parameters. At the

start, the TG generates burst 0. The arrival time of information packets is generated

using the peak rate. If the peak packet arrival rate is equal to the link speed/packet

size, there is no gap between two information packets.

I. Worksta"on
_,, Traffic Model,

I II II

Processor _ Line
Board Interface

III

• Packet Generator • Idle Packet Insertion
• FEC

Traffic Generator

Figure 5-2. Traffic Generator Configuration B
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" Ii Number of

Burst 0 Number of

Number of
Burst I Number of

Burst n {

Info. Packets

Idle Packets

Info. Packets

Idle Packets

Number of Info. Packets
Number of Idle Packets

Figure 5-3. Burst Traffic Profile Format for On-Off Process

A counter is implemented to count the number of information packets generated. When
the counter value reaches the specified number of information packets in the table,

generation of information packets stops. Then the TG generates the idle packets. The

same implementation is used to count the number of idle packets. When the counter
value reaches the number of idle packets specified in the table, generation of idle

packets stops. Then the TG fetches the parameters for burst 1. The procedure repeats
itself.

This procedure can be directly applied to this study. Let the peak rate for the on-off

process be 32 kpkt/sec. The packet slot time is 31.25 _s. Within 31.25 _s, the processor

must generate the packet header, which includes source address, destination
address(es), priority, control, FEC and other testing fields.

There are two methods to generate the packet header of an information packet. The

first method is to generate the packet header on-line. The processor must be able to

generate source address, destination address(es), priority, control, FEC and the testing
field. The second method is to store (a small amount of) sample packets in a file. The

processor simply fetches the packet in the file either randomly, following a specific
sequence, or following a certain distribution. The techniques of generating a random

number or generating a sample from a given distributionwillbe introduced later. The

header fieldswhich can be pregenerated are source address, destination address(es),

priority,controland VCN. For example, ifthere are only point-to-pointpackets and the

destinationdistributionisuniform, the filecan contain sixty-fourpackets, one packet is

for one dwell in one downlink beam. One packet is associated with a distinctVCN.

Every time a packet header needs to be generated, the processor picks one ofthe sample

packets randomly. However, since some of the test fields(forexample the sequence

number and the departure time stamp) can not be determined until generation of a

packet reallyoccurs,the SN and the departure time stamp have to be inserted intothe

testingfieldin the packet header on-lineand in real time.

The same concept can be extended to generate the MMDP packet arrivals.An MMDP

packet arrival process is characterized by four parameters: state 1 duration, state 1

arrivalrate,state2 duration,and state2 arrivalrate. The burst tm_fficprofileformat is

shown in Figure 5-4. The state duration isa function oftime. The burst trafficprofileis
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a series of bursts and each burst consists of two elements: the number of info_amtion

packets for state I and the number of information packets for state 2. At the start, the
TG generates burst 0. The TG uses the state 1 (constant) arrival rate to generate

information packets. When the number of information packets generated reaches the

specifiednumber in the table,generation ofinformation packets for state i stops. The

TG startsgenerating information packets for state2. When the number of information

packets reaches the specifiednumber in the table,generation ofinformation packets for

state 2 stops. Then the TG fetches the parameters for burst 1.The procedure repeats

itself. Since the packet arrival rate may be smaller than the link transmission rate,

there are gaps between the information packets. A line interface is required to

synchronize the uplink trausmission time of information packets, fill the gaps between

two information packets with idle packets and perform FEC on the packet header.

IINumber°n° °rS tellBurst 0 Number of Info. Packets for Sta:e

Number of Info. Packets for State
Burst 1 Number of Info. Packets for State

f l Number of Info. Packets for State 1

Burst n _'1 Number of Info. Packets for State 2

Rgure 54. Burst Traffic Profile Format for MMDP Process

Itispossible to make both the state duration and the arrivalrate as a function of time.

The burst trafficprofileformat is shown in Figure 5-5. The burst trafficprofileis a

seriesofbursts and each burst consists offour elements: the arrivalrate for state 1,the

number ofinformation packets for stats I,the arrivalrate forstate2,and the number of

information packets for state 2. At the start,the TG generates burst 0. The TG fetches

the state i arrivalrate and uses the arrivalrate to generate information packets. When

the number ofinformation packets reaches the specifiednumber in the table,generation

of information packets for state i stops. The TG startsgenerating information packets

for state 2. The TG fetches the state 2 arrival rate and uses the arrival rate to generate

packets. When the number ofinformation packets reaches the specifiednumber in the

table,generation of information packets for state 2 stops. Then the TG fetches the

parameters for burst 1. The procedure repeats itself. A line interface is required to

synchronize the uplink transmission time of information packets, fill the gaps between

two information packets with idlepackets and perform FEC on the packet header.
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Burst 0 {

Burst 1 {

Burst n {

Arrival Rate for State 1

Number of Info. Packets for State 1

Arrival Rate for State 2

Number of Info. Packets for State 2
Arrival Rate for State 1

Number of Info. Packets for State I

Arrival Rate for State 2

Number of Info. Packets for State 2

Arrival Rate for State 1

Number of info. Packets for State 1

Arrival Rate for State 2

Number of Info. Packets for State 2

Figure 5-5. Burst Traffic Profile Format for MMDP when Parameters are Function of Time

The functional diagram of the processor board is shown in Figure 5-6. The arrival of an

information packet triggers the generation of a random number. The random number is

used as the input to the selection circuit to select a packet from the sample packet

header pool. The testing fields such as SN and departure time stamp are generated in

real time.

Although the concept of generating the lVIMDP packet arrivals on line can be extended
to that for the MMPP packet arrivals, the MMPP packet arrivals are more difficult to

generate on the fly. The reason is that the MMDP process generates packets at a
constant rate while the MMPP generates packets following an exponential distribution.

Constant packet arrivals can be implemented using a counter. To generate an

exponential interarrival time, the processor must generate a random number and then

apply the inverse transform technique [5-2]. The theory of generating a random number

is presented fhrst. Then the theory behind the inverse transform technique is described

using the exponential arrival time as an example
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Figure 5-6. Functional Block Diagram of Processor Board

Since the random number is generated by executing an algorithm, the random numbers

actually can be predicted. These random numbers are referred as "pseudo" random
numbers. Most of the pseudo random numbers are uniformly distributed between 0 and

1. Since there are only a finite number of possible values for a pseudo random number

(due to the number of bits used to represent a number in a machine is finite), after a

certain period, the pseudo random numbers will repeat themselves. The period of the
pseudo random numbers must be larger than the duration of a simulation or a test.

Two algorithms are described below to generate the pseudo random numbers. The first

one is the congruential generator.

Xi = A zi. 1 + B (rood C)

rn -- _'i/C.

The xo is the seed of the pseudo random numbers. In order for the repetitionperiod to

be very long, the A, B, and C constants must be very large. This method is more

suitable fora mainframe computer where representation of a large number is an easy
task.

The second algorithm was proposed by Wichmann and Hill [5-3]. The algorithm needs
three seeds and uses three linearcongruential generators.
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xi = A xi-1(rood P)

Yi= B Yi-z(roodQ)

zi= C zi-1(rood R)

rn = (xi/P+ y_JQ + zi/R)(rood 1),where P, Q, and R are distinctprime

numbers and x0,Y0, and z0 are three seeds.

The advantage of the second algorithm isthat they can be implemented on 8- or 16-bit

machines.

To implement a pseudo random number generator,there are three methods. The firstis

to use a lookup table. A large amount ofpseudo random numbers are pregenerated and

stored in a table. The second isto compute a pseudo random number on lineusing one

of the two algorithms by software. The thirdisto compute a pseudo random number on

lineusing one of the two algorithms by hardware.

The inverse transform technique isdescribed below.

The exponential distributionhas the probabilitydensity function as

a(t)= _.e-_t,where t> 0

and the probabilitycumulative function as

A(t)= 1- e-_t,where t> 0.

Let R = A(t)= 1 - e-_t.Then t can be expressed as

t = _ Log (l-R).

The value ofR (rn)isbetween 0 and I and itfollows the uniform distribution.Since R

(rn)and thave a one-to-one correspondence, by generating a value for rn, a value for an

interarrivaltime tcan be obtained by applying the inverse transform.

To generate a series of samples (ti)which have an exponential distribution, the

followingsteps should be followed.

Step I:Generate a random number rni.

-1
Step 2: Compute ti= _- Log (1-rni).

Step 2 can be implemented by a lookup table,software or hardware. The burst tmfllc

profileformat foran MMPP issimilar to that in Figure 5-5.

The hardware/software requirements are listedin Table 5-4.
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Table 5-4. Hardware/Software Requirement for Configuration B

Hardware

workstation to generate burst
traffic profile and sample packets
off-line

high-speed bus

processor board to generate packet
arrival times based on the burst

traffic profile

processor board to select a sample
packet header in the file

processor board to generate testing
fields such as SN and time stamp

line interface to synchronize
transmission time, to insert idle
packets, and to perform FEC on
packet header

Software

statistical on-off queueing modei

interface driver

The configuration B traffic generator, which uses software process driven approach, is
feasible for low speed applications. For high-speed TGs, there are two alternatives. The

first is to use a multiplexer to multiplex the traffic generated by several low-speed TGs

into a high-speed stream. For example, a TG represents a carrier. The traffic pattern

for the uplink beam is obtained by multiplexing the traffic produced by thirty-two TGs.
The second is to develop special hardware.

5.2 Off-line Dynamic Traffic Generation

If on-line real time traffic generation imposes a high hardware complexity to the
testbed, then the off-line approach should be considered. The advantage of the off-line

approach is that the processing time to generate a packet in real time is reduced to a

minlrn_|; however, a large amount of memory may be required to store the pregenerated

data. The aggregate traffic pattern for each uplink beam is generated by the network

simulator (using event-driven simulation techniques). The test engineer specifies the

duration of the simulation time, which isequivalent to the duration ofreal-time testing.

The network simulator stores the output of the simulation in a file.After the traffic

generation iscompleted, the fileistransferredfrom the network simulator to the traffic

generator. When the test starts,the TG simply plays out the data in the file.The

configuration foroff-Ruetrafficgeneration isshown in Figure 5-7.

r

T
J
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Figure 5-7. Traffic Generator Configuration C

The determination of the simulation duration is based on whether the testing is to

verify the switch operation (such as routing function and congestion control algorithm)
or to measure the performance. To verify the switch operation, the simulation time is

not the primary concern. What is paramount is the traffic pattern. For example, to test

the switch routing function, the generated traflSc patterns must be able to test different

switching paths of the switch. To test the effectiveness of the congestion control

algorithm, the traffic pattern must be able to generate tra_c overload on certain beams.

To take measurements on the switch performance (such as packet loss ratio), in addition

to a realistic traffic pattern, the simulation time must be long enough such that the
measurement result can achieve a certain confidence interval. The following discusses

the simulation duration (or real time testing duration) required to achieve a certain

confidence interval for a measured parameter.

Let e be the measured parameter. The E[e] is the estimator for ® by simulation. An

accuracy criterione is specifiedsuch that E[®] can be used to estimate e with the

accuracy _with a probabilityofl-cc In other words,

P(IE[O]- ®I <s)-_.1-¢. (5-i)

Let the sample variance of (9 be S and the number of observations (or the size of the

sample space) be N. Ifallthe samples are statisticallyindependent, the variance ofthe

estimator E[O] isgiven as

S

var[E[®]] = _ = a2(E[®]) = (oe)2.

E[e]-e
Then the statistict = (oe) isapproximately student-t distributedwith a freedom of

N [5-2].Therefore,the 100 (1 - _)% confidence intervalfor E[O] isexpressed as
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E[e] -t(cC2,N-1)(ae)-<e _<E[e] + t(a/2,N-1)(ae), (5-2)

where t(a/2,N-1)isdefined as P(t >_.t(a/2,N-l))= a/2.

Based on Equation 5-1,to satisfya given accuracy e,the following equation must hold
true:

t(oC2_N-1) (ae) -< s. Substitute (ae) with _ then

N _>(t(°C2'N'l))2 S (5-3)
£

Since t(oC2,N-l)_>z(a/2),where z(a/2)isdefined as P(z _>z(a/2))= 0/2 for a normal pdf =
1

exp(-z2/2)with mean zero and variance 1,the above equation can be written as

z(o¢2)s
N _>(_) S (5-4) _,

Let e = Ee. Then

.z(a/2).,
N >_.(_ S,

Therefore, the value of N depends on the value of S, the variance of the estimator. It

was suggested in Reference 5-1 that the value of S can be in the same order as the

estimated quantity e, when e isin the order of 10"n,where n _ 1. To estimate a packet

loss ratio (e) of 10-n with E =0.1 and 95% confidence interval (a = 0.05) or 90%

confidence interval(a = 0.1),the minimum number of samples (packets)which required
to be generated islistedat Tables 5-5 and 5-6.

Table 5-5. Number of Packets Required to Estimate PLR for 95% Confidence Interval

PLR Number of Packets

10 -6 2.4 x 10 7

10 -7 2.4 x 10s

10-8 2.4 x 109

Table 5-6. Number of Packets Required to EstimatePLR for 90% Confidence Interval

PLR Number of Packets

10 -6 2.3 x 107

10 -7 2.3 x 108

10 -8 2.3 x 109
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NOte that when the testingduration is longer than the duration of the data stored in the

file,itisinevitablethat the TG must repeat itstrafficpattern_ In order not to duplicate

the traffichistory, different TGs may select a starting point of the fileto read

differently. In this case, the interaction among differentTGs on the switch will be

differentand the measurement resultswill be differentfrom the previous ones. Now

the question iswhat should be the format of the file.There are severalalternatives.

• The firstisthe network simulator generates the exact output format forentire

testingduration,Le.,information packets and idlepackets with headers.

• The second is the network simulator only generates the headers for

information packets and idlepackets.

• The third is the network simulator generates the arrival times and their

associatedinformation packets.

• The fourth is the network simulator generates the the arrivaltimes and their

associatedinformation packet headers.

The fifth is the network simulator generates the arrival times of the

information packets forthe entiretestingduration. A small amount of sample

information packet headers are alsogenerated.

The sixth isthe network simulator generates the busy/idlestatus ofthe traffic

generator for the entire testing duration. A small amount of sample

information packet headers are alsogenerated.

• The seventh is the network simulator only generates a small amount of

sample packets.

For the firstfour fileformats, a packet header contains 1) destination field,2) source

field,3) priorityfield,4) controlfield,5)FEC field,and 6) testingfield_The testingfield

contains VCN, SN and arrivaltime stamp. There are two differenttime stamps: the

arrivaltime and the departure time. The arrivaltime stamp means the time the packet

arrives to the TG. The departure time stamp means the time the packet leaves the TG.

The arrival time of a packet can be pregenerated and the departure time must be

generated in real time. Ifthe trafficgenerator has not implemented the congestion

control algorithm, the arrival time is equivalent to the departure time. When the

congestion control algorithm is applied, the packets may be temporally delayed at the

trafficgenerator. In this case, the difference between the arrival time and the

departure time represents the queueing delay at the txafficsource during congestion.

For the fiRh and the sixth fileformats, a packet header contains 1) destination field,2)

source field,3) priorityfield,4) control field,5) FEC field,and 6) testing field. The

testing fieldcontains VCN. The arrival time stamp information is available from the

fileand the departure time stamp needs to be generated in realtime. The SN foreach

packet has tobe generated in realtime.
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For the seventh file format; a packet header contains 1) destination field, 2) sour_ field,

3) priority field, 4) control field, 5) FEC field, and 6) testing field. The testing field

contains VCN. The departure time stamp and SN for each packet must be generated in
real time.

The pros and cons ofthese output fomats are addressed below.

The first output format alternative is to replicate the complete profile of the traffic

pattern for the entire testing duration. An example of the fii _ format is illustrated in

Figure 5-8. After the traffic generator receives the file, the TG sends out the packets in

the file using the constant source rate. The source rate is the same as the uplink rate.
The functional block diagram of the hardware board for file format alternative I is

shown in Figure 5-9.

°

Traffic File

• .

Information Packet

Idle Packet

Time 0

Time 1

Time 2

Time 3

Time 4

Time 5

Time 6

Time 7

Time 8

Time 9

Time 10

Figure 5-8. Traffic File Format Alternative I for Configuration C

The second alternative basically is the same as the first one except the traffic generator

needs to generate the packet payload itself. Since the packet payload is not important
in testing the switch, the payload contents can be the same for every packet or contain

pseudo random sequence numbers. Therefore, it may be more advantageous to let the

traffic generator to generate the packet payload such that the file storage requirement
can be reduced. The functional block diagram of the hardware beard for file format

alternative II is shown in Figure 5-10.
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Figure 5-9. Functional Block Diagram of Hardware Board for File Format Alternative !

Packet

Arrival Time I Traffic File Format I
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Fields
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I Packet Payl°ad t

Figure 5-10. Functional Block Diagram of Hardware Board for File Format Alternative II

The third alternative only generates the information packets. To know the arrival time
of each information packet, a time stamp is sent with the information packet [5-4]. The

time stamp contains the arrival time of a packet. The time stamp and the

corresponding packet are store in a memory. The file format is illustrated in Figure 5-
11. The scheme is used in Reference 5-1, which is similar to event driven simulation.

The source reads the next time stamp in memory. The time stamp is compared with the

current time. The difference is used to set a timer. When the timer expires, the TG

sends out the information packet. And then the same procedure repeats. The

functional block diagram of the hardware board for file format alternative III is shown

in Figure 5-12.
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Figure 5-11. Traffic File Format Alternative III for Configuration C
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Figure 5-12. Functional Block Diagram of Hardware Board for File Format Alternative III

The fourth alternative is similar to the third alternative except only the packet headers

of the information packets and their arrival times are generated. The traffic source is
responsible of generating the payload. The functional block diagram of the hardware

board for file format alternative IV is shown in Figure 5-13.
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Figure 5-13. Functional Block Diagram of Hardware Board for File Format Alternative IV

The fifth alternative is to generate the arrival times of the information packets for the

entire testing duration_ The file format is illustrated in Figure 5-14. A pool of sample

packet headers are constructed off-line. When the TG needs to generate an information

packet, the TG simply picks one of the packet headers in the pool either randomly,
following a specific sequence or following a certain distribution. The possible

implementation for a pseudo random number generator and the inverse transform
scheme has been discussed before. The arrival times can be used as the arrival time

stamp. However, the TG must generate SN and departure time stamp in real time.

Traffic File

tO Time 0

t3 Time 3

t4 Time 4

t7 Time 7

t9 Time 9

tl0 Time 10

t12 Time 12

t14 Time 14

t15 Time 15

Figure 5-14. Traffic File Format Alternative V for Configuration C
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The functional block diagram of the hardware board for file format alternative V is

shown inFigure 5-15.

Packet

Arrival Time
I Traf"cI

J Selec_onCircuit J

Packet
Header

m

Testing
Fields

I I Idle Packet Inse_on

Packet

Payload I Packet Payl°ad I

Figure 5-15. Functional Block Diagram of Hardware Board for File Format Alternative V

The sixth alternative is to generate the busy/idle status of the traffic generator for the

entire testing duration. The busy/idle status can be represented using a bit. The file

format is illustrated in Figure 5-16. A pool of sample packet headers are constructed

off-line. The sample packet headers cover all the possible combinations of different

destinations and priorities. The TG eT_mines the busy/idle bit at every slot. If it is a

busy bit, the TG simply picks one of the packet headers in the pool either randomly,

following a specific sequence or following a certain distribution. If it is an idle bit, the

TG generates an idle packet. The time stamp can be represented using the number of

bits which have been elapsed. For example, the first bit corresponds to time 31.25 ms,

the second bit corresponds to 2x31.25 ms, and so on. Since the arrival times are already

available and can be used as the time stamp field, the TG only has to attach the time

stamp in the packet header. However, the TG must generate the sequence number in

real time. Since the file only contains the busy/idle status for the traffic generator and a

small amount of sample packets, this alternative results in the lowest storage

requirement compared with the previous alternatives. The functional block diagram of
the hardware board for file format alternative VI is similar to that for file format

alternative V and will not be repeated here.

"i
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Figure 5-16. Traffic File Format Alternative VI for Configuration C

The seventh alternative is to have only a pool of sample packet headers. This

alternativeisthe same as statictestingwhere the packet arrivaltimes are constant.

The following computes the storage requirement for each alternative. Assume the

arrival time, which is essentially the time stamp, is one of the testing fields in the
packet header. Let the smallest time unit is the packet slot time (31.25 _ts). The time

stamp size is 32 bits, which can be used to represent an absolute time from 31.25 tts to

134217.728 sec (or 37.28 hours). The size of the packet header is 128 bits and that of

the packet is 2048 bits. Assume the measured parameter is the packet loss ratio. To

estimate a packet loss ratio of 10 .6 with an accuracy of 0.1 and 95% confidence interval,

the number of packets required to be generated is at least 2.4 x 107. Since there are

eight TC-s, the number of packets required to be generated for one TG is 3.0 x 10 e, which

is equivalent to 93.75 sec if packets are generated using the link rate. If the link

utilization is 0.9, then the number of packets required to be generated will be 3.33 z
106, where there are 3.0 x 106 information packets and 0.33 x 10 s idle packets.

For fileformat alternativeI,the memory has to store the information packets and idle

packets for the entiretestingduration. Assume the link utilizationis0.9. The amount

of storage is 6.82 x 109 bits,which is equivalent to 852.5 Mbytes. If the storage

requirement is too large for RAMs, then disk or tape may be considered. Assume the

bus width of the memory is32 bits. The memory access time requirement is< 0.488

since a 2048-bit packet must be read out in lessthan 31.25 ps.

For file format alternative II, the memory has to store the information packet headers

and idle packet headers for the entire testing duration. Assume the link utilization is
0.9 The amount of storage is 4.26 x 10 s bits, which is equivalent to 53.25 Mbytes.
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_ssume the bus width of the memory is 32 bits. The memory access time requirement is

_<7.8125 p.s since a 128-bit header must be read out in less than 31.25 _s.

For file" format alternative HI, the memory has to store the arrival times and their

associated information packets for the entire testing duration. Note the arrival times

for idle packets are not stored. Assume the link utilization is 0.9. The amount of

storage for information packets is 6.144 x 109 bits,which isequivalent to 768 Mbytes.

Assume the arrivaltime isone of the header fieldssuch that the arrivaltimes will not

consume additional memory. Assume the bus width of the memory is 32 bits. The

memory access time requirement is_<0.488 _LS.

For filefomat alternative IV, the memory has to store the arrival times and their

associated packet headers forthe entiretestingduration. Assume the link utilizationis

0.9. The amount of storage for information packet headers is3.84 x 10s bits,which is

equivalent to 48 Mbytes. Assume the arrival time is one of theheader fields such that

the arrival times will not consume additional memory. Assume the bus width of the

memory is 32 bits. The memory access time requirement is _<7.8125 gs.

For fileformat alternativeV, the memory storesthe arrivaltimes forthe entiretesting

duration and a pool of sample packets. Assume the link utilizationis0.9. The amount

ofstorage for arrivaltimes is 9.6 x 10_ bits,which isequivalent to 12 Mbytes. Assume

the sample packets consist of packets directed to different beams (both point-to-point

and multicast), to different dwells (point-to-point), and of two priorities. There are 4096
combinations; each combination corresponds to a unique VCN. Since the packet header

has 128 bits, the additional amount of storage is 0.065 Mbytes. Assume the bus width of

the memory is 32 bits. The memory access time requirement is _<6.25 tts.

For file format alternative VI, the memory stores the busy/idle status of the traffic

generator for the entire testing duration and a pool of sample packets. The amount of
storage for arrival times is 3.3 x 106 bits, which is equivalent to 0.4125 Mbytes. The

additional amount of storage for packet header is the same as file format V, which is

0.065 Mbytes. Assume the bus width of the memory is 32 bits. The memory access time

requirement is _<7.8125 ps.

For file format alternative VII, the memory stores a pool of sample packets. Assume the

sample packets consists of packets directed to different beams (both point-to-point and

multicast), to different dwells (point-to-point), and of two priorities. There are 4096

combinations. Since the packet header has 128 bits, the additional amount of storage is

0.065 Mbytes. Assume the bus width ofthe memory is 32 bits. The memory access time

requirement is _<7.8125 tin.

From the above comparisons, fileformat IV does not save a significant amount of

memory compared with fileformat II. The only differencebetween fileformat IV and

fileformat IIis that format IV does not save the arrivaltimes ofidlepackets in the file

and format H does. However, the hardware complexity forfileformat IV isexpected to

be higher than fileformat H bemuse the packets in fileformat H can be read out using a

simple counter while the packets in file format IV needs to use a timer to be generated.
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File formats I and II require the least hardware and file format VI has the least _mount

of memory requirement compared with the other (dynamic) file formats. A comparison

of the storage and memory access time requirements for different file formats is provide
in Table 5-7. The hardware/software requirements for the off-line approach are listed in

Table 5-8.

Table 5-7. Storage and Memory Access Time Requirements for Different File Formats

Format Storage Memory Access llp_ark

(Mbytes) Time (_s)

I 852.5 0.488

II 53.25 7.8125

HI 768 0.488

IV 48 7.8125

V 12+0.065 6.25

VI 0.4125+0.065 7.8125

VII 0.065 7.8125

need to attach packet payload

0.9 link utilization, 32 bit time stamp

0.9 link utilization, 32 bit time stamp,
need to attach packet payload

beam multicast. 2 priority, 32 bit time
stamp, need to attach packet payload

busy/idle status, time stamp is
abstract,beam multicast. 2 priority, need
to attach packet payload

static testing, beam multicast. 2 priority,
need to attach packet payload

Table 5.@. Hardware/Software Requirements for Approach D

Hardware Soltware

workstationtogeneratethe
busy/idlestatusofthe trai_c

generatorforthetestingduration

high-speedbus

memory tostorethetrafficfile

hardware board togeneratea

packetarrivaltimebased on the

trafficfile,toreada packetheader

from the memory, toattachthe

packetpayload,and togenerateSN
and departuretime stamp

line interfaceto synchronize
transmission time,toinsertidle

packets,and toperform FEC on

packetheader

statistical queueing model

interface driver

algorithm ofselectinga sample

packetheader inthefile

The necessary modifications of the TG to provide the traffic source response procedure

to congestion are discussed below.
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5.3 Dynamic Traffic Generation Considering Congestion
Control

In order to determine the congestion response procedure in the TG, thec°ngesti°n

control performance, the congestion detection procedure in the switch, and the

monitoring capability of the testbed must be defined first.

5.3.1 Congestion Control Performance

The congestion control performance can be evaluated by

1. on-beard packet loss ratio under normal and overload conditions

2. downlink beam throughput under normal and overload conditions

3. end-to-end packet delay under normal and overload conditions

4. congestion detection time

5. congestion response time

6. congestion recovery time.

An effective congestion control algorithm should maintain the PLR at the desired levels

on-beard under different traffic loading conditions. A congestion control algorithm with

an extremely low PLR (due to overreacting to congestion at the traffic source) or a high
PLR (due to slow response to congestion at the traffic source) is considered to be

inefficient. An effective congestion control algorithm should also maximize the satellite

resource, i.e., the down]ink beam throughput. When congestion occurs, the (data)
packets are buffered at the source. The packet loss is reduced at the expense of the

packet delay. The end-to-end delay can be used to identify the congestion interval and

the protocol parameters (such as the time-out value). The congestion detection time is
defined as the interval between the time of congestion onset at the traffic source and

that of congestion detection at the satellite. The congestion response time is defined as
the interval between the time of congestion detection at the satellite and that of

congestion relief at the satellite. The congestion recovery time is defined as the interval

between the end of overload period at the source and the instant that the end-to-end

delay is back to normal [5-5].

The long-term average measurements can not catch the dynamic behavior of the

algorithm. The PLR, downlink beam throughput, and the end-to-end delay should be

measured as a function oftime.

!

I

5.3.2 Congestion Detection Procedure

Two switching architectures: shared memory switch and shared bus switch were

selectedas candidates in Reference i-1 for subsequent breadboard design. The proposed
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congestion control schemes in Reference 4-1 are directly applicable to these two

switching architectures. The radical preventive congestion control scheme (A6) is
selected as the representative for discussion since it has the simplest implementation
and it "is well suited for the meshed VSAT satellite environment. However, the

discussion of implementing the source response procedure to congestion is general

enough such that itcan be extended to other schemes easily. Although the congestion

control scheme only deals with beam overload,the scheme can be directlyextended to

dwell overload. The congestion control scheme comprises two procedures: congestion

detection procedure and source response procedure to congestion. The congestion

detectionprocedure isdiscussed below.

Congestion is detected when the switch loading exceeds a certain threshold. As

illustratedin Figure 5-17,the switch loading can be represented by

• mean arrivalloading to the queue.

• queue output utilization

• average queue length.

On-Board
Baseband Switch

Arrival
Load

Output Queue

• Queue
• Length

ouj
Queue

Utilization ..._

Figure 5-17. Representations of Switch Loading

Define the followingnotation:

OA:

OAj:

OUj:

oaij:

OUij:

the mean arrivalloading of the switch.

the mean arrivalloading at output j,where 0 < OAj < 8.

the mean queue utilizationat output j,where 0 _ OUj < 1.

the mean arrivalloading at output jfrom input i,where 0 _<oaij< 1.

the mean queue utilizationat output jfrom input i,where 0 -<ouij< 1.
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Tl_emeanoutput queue arrivalloading (OAj) isdefined as

number of packets in measurement interval

number of uplink slots in measurement interval

where an uplink slotisdefined as packet size/uplinkspeed.

The mean output queue utilization(OUj), which is also the mean downlink beam
utilization,isdefined as

number ofpackets in measurement interval

number of downlink slots in measurement interval

where a downlink slotisdefined as packet size/downlink speed.

The congestion detection procedure for different switch loading representations is

described in the following.

5.32.1 Mean Arrival Loading

The mean arrival loading is measured in front of the queue. The mean output queue

arrival loading (OAj) measures the traffic multiplexed from different uplink beams

destined to down]ink beam j. In general, 0 _<mean arrival loading (OAj) < N for output
buffering.

The summation ofthe mean arrivalloading to output j from differentinputs divided by

8 isthe mean arrivalloading to output j.

OAj = (_ oaij)/8.
i--d)

The summation of the mean arrival loading at different output ports divided by 8 is
equal to the average output arrival loading, i.e.,

7

OA = (ZOAi)/8.
i=o

The mean arrivalloading at the output port islimitedby the switch throughput and the

downlink capacity. Clearly, the switch throughput must be larger than the downlink

capacity for output queueing to occur. From the M/D/1 queueing theory, the mean

arrival loading should not exceed (0.9x downlink capacity);otherwise, the queueing

delay at the output queue willbe increased exponentially.

Depending on the degree of fairness (and the monitoring capability)considered, more

measurements may be required (on the satelliteand/or the ground). A faircongestion

control algorithm will reduce the user trafficvolume based on the percentage the user

contributes to congestion. The higher degree of fairness,the more ofthe measurement
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results and the more comPlex of the algorithm. As illustratedin Figure 5-18, the

measurement resultsof traf_cloading can range from average output loading, average

individual output loading, average individual output loading from diITerent uplink

beams, average individual output loading from different terminals, and average

individualoutput loading from differentvirtualcircuits.

I Output Mean IArrival Loading

t
i Output Mean IArrival Loading j

I Output Mean
Arrival Loading j

from Input i

Output Mean
Arrival Loading j
from Terminal k

Output Mean
Arrival Loading j

from Virtual Circuit I

Network Level

Downlink Beam Level

Uplink and Dowlink Beam Level

Terminal Level

Virtual Circuit Level

Figure 5-18. Different Levels of Congestion Control

By measuring the average output arrivalloading OA, the amount of trai_creduction for

the whole network can be determinect An operation range, (OAI,OAh), isestablishedfor

OA. The midpoint of the operation range is denoted as OAm. The operation range is

obtained from the PLR curve derived from experiments, simulation, or queueing

analysis. If OA > OAm, congestion is detected. A congestion control message is

broadcast to differentbeams, i.e.,the OBSC sends out congestion controlmessages to all

terminals. The amount of trafficreduction, which should be undertaken by all

OAm
terminals is _-_'. The tra/_creduction algorithm uses the centralizedscheme since the

amount of tral_creduction isinstructed by the OBSC.

By measuring the OAj, the degree of congestion at differentdownlink beams can be

ident/Sed. To guarantee the QOS ofdiEerent connections on-beard, an operation range,

(OAjI,OAj_n),is establishedforeach OAj. The midpoint of the operation range isdenoted

as OAjm. The operation range is obtained from the PLR curve derived from

experiments, simulation,or queueing analysis. IfOAj > OA_m, congestion isdetected. A

congestion control message is broadcast to diEerent beams, i.e.,the OBSC sends out
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congestion control messages to all terminals. The amount of traffic reduction: which

should be undertaken by all terminals, for downlink beam j is _ The traffic
OAj "

reducti_u algorithm uses the centralized scheme since the amount of traffic reduction is

instructed by the OBSC.

The second is to measure OAj and oaij.By measuring OAj and oaij,not only the degree

of congestion at different downlink beams can be identified,the amount of loading

contributed by each uplink beam to the overload dowulink beam can also be identified.

In thiscase, the amount oftrafficreduction for terminals at differentuplink beams will

be different based on the comparison results. As discussed before, if OAj > OAjm,

congestion is detected. When congestion is detected,oaijiscompared with oaijm. The
comparison results determine the amount of trafficreduction for downlink j, which

should be undertaken by terminals at uplink i. The OBSC sends out 8 "different"

congestion control messages to 8 differentuplink beams. The terminals at uplink iwill

reduce theirtrafficdirectedto downlink beam j according to the received message.

By measuring OA, the amount of trafficreduction for the network can be determined.

By measuring OAj, the amount oftrafficreduction fora particulardowulink beam for all

terminals can be determined. In thiscase, allterminals in the network are required to

reduce the same amount of traffic. Clearly, this is only fairif itis a homogeneous

network, i.e.,all the terminals in the network have exactly the same behavior. By

measuring OAj and oaij,the amount oftrafficreduction for a particular downlink beam

for all terminals in a particular uplink beam can be identified. In this case, all the

terminals in the same uplink beam are required to reduce the same amount of traffic.

This implies that the terminals in the same uplink beam are homogeneous. This

assumption matches with the that made forthe TG. By measuring mean output arrival

loading from each terminal, the amount of trafficreduction for a particular downlink

beam for a terminal can be determined Note the amount oftrafficreduction or increase

willbe differentfor differentterminals. The loading from each terminal and the loading

from each virtual circuitdo not have to be measured at the on-board switch, they may

be measured at the local terminal by monitoring the past trafficvolume. In a sense,

distributed processing is applied to reduce the on-board processor complexit--. When the

terminal receives the congestion control message, the terminal uses its own
measurements to determine the amount of traffic reduction for itself or each virtual
circuit.

5_32_2 Average Queue Length

Congestion control is performed by monitoring the output queue length. A threshold

value is established for the average queue length. The threshold value is used to

maintain the system PLR around the desired point (forexample 10-9). The threshold

value should be obtained from the PLR curve derived from simulation, experiments, or

queueing analysis. Ifthe average queue length exceeds the threshold value, congestion

is detected. Congestion indicationmessage issent to the user terminals. When the user

terminal validatesthat the switch isindeed in congestion,the user terminals applies its

own trafficreduction algorithm to reduce itsown trafl'ic.Since the user terminals apply

theirown algorithm for trafficreduction,itisa decentralizedscheme.
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5_32_3 Mean Queue Utilization _

The me.an output queue utilization (i.e., the downlink beam mean utilization) can also

be used for congestion detection. In general, 0 < mean queue utilization < 1. The
discussion used for the mean arrival loading is also applicable for mean queue

utilization.

5.3.2.4 Implementation Considerations

To measure the mean arrivalloading (OAj),a counter is required at each output port to

count the number of arrival packets. The measurement technique may use jumping

window or sliding window. To measure the mean arrival loading (oaij), eight more

counters are placed at the output port to count the number of packets arrived from

different uplink beams. Since the packet header only contains the output port

information, the input port address must be included in the packet to make

measurements of oaij possible. The other alternative is to place the counters at the

input port.

To measure the average queue length, the queue length at each output port must be

monitored. The queue length measurement technique may use jumping window or

slidingwindow. The arrivalloading can be derived by monitoring the queue length (and

the packet lossratio).Define the notation below.

• OA_rate (t):the average arrivalrate (pkCs/sec)for a queue at time t.

• OU_rate (t):the servicerate (pkt_sec) fora queue at time t.

• q(t):the queue length at time t.

By collectingq(t)at differentinstants,the average arrivalrate can be computed.

OA_rate(t) At + q(t)= OU_rate(t) At + q(t+At)+ number of losspackets.

Since OU_rate(t) and At are known quantities, the OA_rate(t) can be computed easily.

To implement a flexible testbed which can be used to evaluate different congestion

detection procedures, this method should be considered. The queue length monitoring
result (and the packet loss count) can be fed into a remote processor. Then the remote

processor compute the average queue length and arrival loading (OAj).

5.3.3 Traffic Source Response Procedure to Congestion

In Reference 4-1, it was assumed that only data traffic is subject to flow control, not

voice and video traffic,sincevoiceand video trafficuse dedicated carriers and a separate

on-beard circuitswitch. In this study, an MF-TDMA access scheme and an FPS are

used to provide integrated services for data, voice and video. Clearly an integrated

network must guarantee the QOS for differenttypes oftraffic.For example, the packet

delay jittershould be small forvoice. For data, the packet lossofthe loss-sensitivedata
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must be rnJu_mlzed to prevent retransmission. Two bandwidth allocation schemes are

possible for the voice traffic. The first scheme is to allocate a fixed number of slots for

each voice request and the voice capacity can not be shared by data traffic. The second
schemeis the amount of capacity allocated to each terminal is based on the average

aggregate traffic volume. An important issue of the second scheme is whether the voice

packets should be subject to rate-based control. This depends on the specific capacity

request/allocation scheme and voice encoding scheme. In this study, it is assumed that

the voice and data statistically share the bandwidth (for a downlink beam) at the
terminal and the voice is subject to rate-based control.

The capacity is allocated using demand assignment multiple access. The terminal sends

a capacity request to the OBSC or NCC to set up a semi-permanent pipe from the

terminal to the satellite. In this study, it is assumed that the semi-permanent pipe

capacity established is fixed throughout the testing. It is further assumed that the

aggregate traffic generated by different sources will never generate packets more than

the capacity of the semi-permanent pipe. Network congestion is implemented by forcing
the source rates at the terminals approaching, not exceeding the semi-permanent pipe

capacity

The source response procedure to congestion contains four elements: filter, rate-based

control, tra_c reduction algorithm, and traffic increase algorithm. To perceive and test

the effectiveness of the congestion control algorithm, it is inevitable that part of the

functionalities of these four elements must be incorporated into the hardware design of
a TG. In a sense, the traffic generator has the functions of both traffc source and

terminal. The filter is to reduce the switch loading oscillation by using various methods

such as validating the congestion messages, increasing the congestion detection time, or

increasing the source response time to congestion. If oscillation is not a major concern,

the filter can be ignored. In this case, the traffc generator responds to every control

message received from the satellite. The rate-based control is to regulate the amount of

traffic entering the network. When the TG receives a congestion message, the rate-

based control will increase or reduce the rate accordingly by applying the traffic

reduction or increase algorithms.

Conceptually, the TG consists of traffic source, rate-based control, and line interface (see

Figure 5-19). The traffic source generates information packets based on some statistical
queueing models. The information packets are stored in the rate-based control queue.

The rate-based control in the TG generates information packet transmission time

events. When the event comes, an information packet is sent out. The line interface

synchronizes the packet trausmission time and inserts idle packets in the packet stream

when there is no packet to send.

The uplink transmission rate is a constant. The information transmission rate is

adaptable based on the on-board switch loading status. The source rate is either a

constant (for example voice) or adjustable (for example file transfer or variable bit rate

video) using flow control. The flow control scheme is used to regulate the source rate.
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Figure 5-19. Configuration of Traffic Generator Incorporating Congestion Control

As discussed previously,the rate-based controlmay be availableon a per satellitebasis,

per beam basis,or per dwell basis. If the rate-based control is available on a per

satellitebasis,congestion control for the switch is equivalent to congestion control of a

statisticalmultiplexer. The switch loading is an average of eight output arrival

loadings. Ifthe rote-based control goes down to the downlink beam level,the switch

loading is a vector of eight output arrivalloadings. Ifthe rate-based controlgoes down

to the dwell level,the switch loading is a vector of sixty-fourdwell loadings. In this

study, itis assumed that the rate-based controlis availableon a per beam basis. There

are eight rate-based controlin a trafficgenerator.

There are several alternatives to handle the packets at the rate-based control in case of

congestion. If the traffic source is flow controllable, the terminal should execute flow

control to slow down the traffic. (If the terminal is a gateway itself, the terminal can

reroute the traffic either through another satellite or using terrestrial lines.) If the rate-

based control has buffering capability, the excess packets are queued; otherwise, the

excess packets are dropped. Priority control may be used to guarantee the QOS of the

high-priority packets at the expense of the low-priority packets. Low-priority packets

are dropped before high-priority packets in case of congestion. Since dropping of data

packet will result in retransmission, the data is assumed to have a higher loss priority
than the voice. On the other hand, since voice can only tolerate a few hundred ms delay,

the voice has a higher delay priority than data. One possible tradeoff is to design a

priority control scheme at the user terminal such that the voice can have lower delay

but may suffer higher packet loss ratio.

To minimize the queueing delay ofthe voice packet, the voice packets are served before

the data packets. It isassumed that voice and data are stored in two separate virtual

queues at the terminal. However, the summation ofthe length ofthe two virtualqueues

is a constant. The voice packets and the data packets are competing for the buffer

space. To keep the PLR ofthe data packets low and at the same time to accept as many
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voice packets as possible, there are three possible schemes for packet insertion to the

queue.

1) The number of voice packets in the virtual queue is checked. If the

number is above a threshold, the new arrival voice packets are
dropped.

2) The summation of the length of the two virtual queues is checked. If

the sum exceeds a threshold, the new-arrival voice packet is
dropped.

3) The data and voice packets are accepted into the virtual queues
when the buffer space is not full. When the buffer space is full, a

newly arriving data packet can push the newest voice packet out of
the virtual queue.

In summary, five actions are possible for the TG when the switch is congested. They are

• reduce the information rate

• reduce the source rate (by performing flow control or dynamic source
coding rate adjustment).

• queue the data packet (applying priority control)

• drop the voice packets (applying priority control)

• adjust the multiplexing (service) sequence for packets with different

priorities

The ideal combination is to reduce the information rate and the source rate at the same

time; as a result, no packet loss will be experienced. However, the back pressure

scheme for data is dependent on the end-W-end transport layer protocol and the

adaptability of the source coding rate for voice and video may not be available.

Previously both on-line and off-line implementation of dynamic traffic generation are

discussed. The necessary modification of the TG to incorporate congestion control is
discussed below.

5.3.3.1 On-line Dynamic Traffic Generation Considering Congestion
Control

In configuration A, since the workstation generates the packets on line and in real time,

the congestion control message can be fed into the workstation directly (see Figure 5-

20). When the workstation receives the message, the workstation applies the traffic

reduction algorithm and computes a new set of parameter values for the packet arrival

process in real time. This may place a large burden on the workstation since it not only
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Figure 5-20. Traffic Generation Configuration A Considering Congestion Control Alternative I

has to generate packets in real time, it but also has to respond to the congestion control

message and compute a new set of parameter values for the arrival process in real time.

The other alternative is to separate the traffic generation and congestion control into
two entities. This configuration is shown in Figure 5-21. The implementation of the

rate-based control and the synchronization function of the line interface will be

discussed in the next subsection.

CongesUon Control

Message In , i

I Sun _ Host-Network _ Rate-Based I _! L" _e

• Traffic Model Segmentation • Traffic Increase • Idle Packet I
Packet Generator • Traffic Decrease Insertion

Traffic Generator • FEC

Figure 5-21. Traffic Generation Approach A Considering Congestion Control Aiternative II

In configuration B, the burst trafficprofile format is computed in advance. When

congestion message is received,the parameter value of the burst traf_c profileformat

must be updated. One possible implementation is described as follows. There is an

offsetregisterused to dynamically adjust the number of idlepackets transmitted based

on the switch loading status. When there isno congestion,the oR'setvalue iszero. The

processor generates the number ofidlepackets based on the burst traf_c profile.When

the switch iscongested, the processor board not only has to generate the number of idle

packets specifiedin the burst trafficprofile,itbut also has to generate the number of

idlepackets specifiedin the offsetregister.The configurationisshown in Figure 5-22.
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The other alternative is to separate the trai_c generation and the source response

procedure to congestion into two different entities. This configuration is shown in

Figure 5-23. The implementation of the rate-based control and the synchronization
function ofthe linecard willbe discussed in the next subsection.
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Figure 5-23. Traffic Generation Configuration B Considering Congestion Control Alternative I!

5.5.3.2 Off-line Dynamic Traffic Generator Considering Congestion
Control

Remember that the file format alternative I is to replicate the complete profile of the

trafficpattern. The TG sends out the packets in the fileusing the uplink rate. There

are eight rate-based control,one foreach downlink beam. At the rate-based control,the

packets are sent out using the assigned information transmission rate. The rate-based

control is responsible for rate reduction, packet queueing, packet dropping, and rate

increase. When the network is not congested, the summation of the information
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_ismission rates of different rate-based control is the same as the up]ink transmission

rate. During the congestion period, the TG will execute the congestion response

procedure; as a result, the information transmission rate for the particular downlink

beam is" reduced. Since the rate-based control sends out the information packets in a

reduced rate, additionalidlepackets are generated to fillthe gaps in the uplink packet

stream. This isperformed by the lineintexface. Since the rate-based controlregulates

the rate ofthe information packets, the idlepackets in the source fileare not important.

The idlepackets are used tomaintain the stochasticnature of the arrivalprocess.

The implementation of differentcomponents in the TG is discussed using the enqueue

procedure and dequeue procedure. The enqueue procedure isreferredto the insertionof

a packet into the proper locationof a queue. The dequeue procedure isreferred to the

removal of a packet from the head of the queue. Since the trafficfileofthe source at the

TG istransferred from the network simulator, the trafficsource only has the dequeue

procedure. The source clocksout the information packets in the queue (file)using the

uplink rate. Since the lineinterfacewillinsertidlepackets in the packet stream, the

idle packet is destroyed using a killingcircuitbefore the idle packet enters the rate-

based control. The dequeue procedure implementation is very simple: a RAM and a

counter (togenerate the address forread).

The packets coming from the source are distributed to the proper rate-based control

based on the downlink beam ID. There is one queue in the rate-based control. The

queue is shared by voice and data packets. The queue is implemented using two link

lists,one link listis for one traffictype. The rate-based control has both enqueue and

dequeue procedures. The enqueue procedure is to insert the packet at the end of link

list based on the traffic type. When the queue is full, the newly arrival packet is

dropped. Since the voice packet has a delay constraint, the rate-based control always
sends out the voice packet first, if there is any. If no voice packets are in the queue, the

rate-based control sends out the data packet instead. To bound the voice delay, the

number of voice packets can be stored in the queue should be much smaller than that

for data. In this study, it is assumed when the number of voice packets exceeds a

certain threshold, the new arrival voice packet is dropped. (In real operation, a selective

voice packet dropping strategy should be used. The selection depends on the source
[variable bit-rate] coding technique, use of digital speech interpolation, and the voice

regeneration protocol [recovery from packet loss]).

However, giving high priority to voice all the time may cause severe performance

degradation of the data trafficif the voice trafficoccupies the capacity (ofthe semi-

permanent pipe) for a long period of time [3-21]. One alternative is to divide the

capacity between voice and data, i.e.,capacity allocationor bandwidth scheduling using

rate-based service discipline.Rate-based service disciplineis to allocate a minimum

amount of capacity to one traffictype regardless of the chsx_cteristicsof other traffic

types [5-6]. Capacity allocationcan be achieved using circular scan (or round robin)

method. Ifvoice and data have the same priority,the scanning sequence willbe circular

such that voice and data virtualqueues can be visitedalternatively. Ifvoice and data

have differentpriorities,weighted round robin method should be used. For example,

the voice virtualqueue isexamined beforethe data virtualqueue in the firstMI visits,

and the order isreversed for the next M2 visits.After this,the routine repeats itself.

One scan cycle consistsofMI + M2 visits.Another similarexample isto use the (TI,T2)

- 113-



sclleme [5-7]. The voice _ queue is served for a T1 ms or until the voicevirtual

queue is empty. Then the data virtual queue is served in the same manner for a T2 ms.

Note that if there is no more packet in the virtual queue during the service period, the
server always switches over to the other virtual queue. In other words, the server is

never idle as long as there are packets in the virtualqueue. This is also referred as

work-conserving discipline,which should be adopted when the (satellite)capacity is

Zl
precious [5-6].The voice virtualqueue isguaranteed to have at leastTI+T 2 of the total

capacity and the data virtualqueue TI+T2 ofthe totalcapacity.

There are two possibledequeue procedures forthe rate-based control.

The firstdequene procedure of the rate-based control is implemented using a signal

mechanism. The feasibilityof this scheme depends on the frequency of signals.The

signal is generated using a counter. The localCPU writes the count value to a ping-

pong register.When the count value reaches the count, a signal occurs. When a signal

occurs, the rate-based control sends out one packet in the queue. If the frequency of

signals isbeyond the capacity of the CPU, then instead of sending a packet, a block of

packets can be sent. The lineinterfaceisto maintain the uplink synchronization. The

line interfacehas beth enqueue and dequeue schemes. The enqueue procedure is to

insertthe arrivalpackets from eight differentrate-based control at the end of the queue.

The dequeue procedure is implemented using a counter. The address generated by the

counter reads out the packets in the queue. Ifno packet is available,idle packet is
inserted in the stream.

The second dequeue procedure for the rate-based control is to use the departure

sequence number (DSN) [5-8].Each arrivalpacket is assigned a DSN. The assigned

DSN is the transmission time for the packet at the rate-based control. The DSN

assignment is performed on each rate-based control. Let us focus on the rate-based

control0. Assume the uplink rate is8 packets per sec and the initialratefor rate-based

control0 is I packet per sec. The firstarrivalpacket to rate-based control0 isassigned

the DSN0. DSN0 is equivalent to the current time. The time unit uses uplink packet

transmission slottime. The uplink packet transmission slottime is 0.125 sec. The

advantage of using the uplink transmission slottime as the time unit is that the

number can be represented by an integer, which can be implemented by a counter.

Assume the first packet arrival time is 0.25 sec. Then the DSN0 is 2. The subsequent

packets will be assigned a DSN according to the following equation:

DSNi+I = max {realtime, DSNi + information packet transmission slottime}.

In this example, the information transmission slottime is 8 times the uplink packet
transmission slottime.

Assume the second packet arrivesat the rate-based control0 at uplink transmission slot

time 5. Then DSN1 ismax {5, (2+8)},which is 10. Assume the third packet arrives at

the rate-based control 0 at uplink transmission time 19. Then DSNI is max {19,

(10+8)},which is19. A send queue, where one bufferspace corresponds toone packet, is

employed. The enqueue procedure of the rate-based controlisto insertthe packet to the
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correspondingbuffer locationaccording to the DSN. For example, a packet with-DSN 2

isinserted at buffer location2. Ifprioritycontrol isrequired,the DSN assignment has

to consider the priority(see Figure 5-24). The priorityof the packet is combined with

the DSN into a new DSN. The new DSN isstillthe transmission time for the packet at

the rate-based control. For example, the new DSN ofa voice packet with a DSN 2 is 2.

The new DSN of a data packet with a DSN 2 is128+2. The new DSN willbe reset at a

fixedinterval such that the bufferspace can be reused. The new DSN is bounded by a

threshold value. Ifthe new DSN exceeds the threshold value, the packet is dropped.

For example, assume the voice DSN isbounded by 128. Ifthe voice DSN exceeds 128,

the voice packet is dropped. The dequeue procedure isto read the packet in the queue

based on the location of the packet in the queue. The enqueue procedure of the line

interface stores the packets in a single queue. The dequeue procedure of the line

interface sends out the packet in the queue using the uplink rate.

DSN Assignment

Rate-Based

Control 0

I Rate-Based

Control 7 I"_

Send Queue

Send Queue

UoeInterface

Figure 5-24. Send Queue is Associated with Each Rate-Based Control

The alternate implementation isto have only one send queue for differentrate-based

control(see Figure 5-25). The rate-based control assigns a DSN for each packet. The

DSN and the priorityofthe packet iscombined into a new DSN. The new DSN isused

as the packet transmission time. The packets are stored in the queue based on the

transmission time. The new DSN value will be reset at a fixed interval such that the

bufferspace can be reused. Iftwo packets have the same transmission time, one packet

is shiftedto the next bufferlocation.The TDMA synchronization reads out the packets

in the queues using the uplink rate. Ifthere is no packet in a buffer location,an idle

packet issent out.

The implementation of the rate-based control and lineinterfacefor fileformats II,HI,

IV, V and VI issimilarto that forfileformat I and willnot be discussed here.
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If the information rate and the source rate can be reduced and increased at the same

time, the functions of the rate-based control and the synchronization function of the line

interface can be merged with the traffic source. The traffic source only has the dequeue

procedure. Since the rate-based control is exercised on a per beam basis, the traffic

source file is organized into eight different records, one record is for one downlink beam
traffic (see Figure 5-26).

Beam 0 Traffic Record

IHHHH

! IHHHH
Beam 1 Traffic Record

HH

Beam 7 Traffic Record

IHHHHH
Figure 5-26. Modification of File Format to Accommodate Congestion Control when Source

Rate and Information Rate can be Changed at the Same Time

The source response procedure to congestion for file format I, H and VI are dismzsed

first. File format I consists of idle and information packets. File format II consists of

the idle and information packet headers. File format VI consists of the busy/idle status.
The file is organized into 8 records, one record is for one downlink beam. File format I is

used as the representative for the following discussion. The traffic source only has the

dequeue procedure. A counter is used to read the corresponding packets at a record.

When the network is congested, the packet are read out from the traffic file in a reused
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rate and idle packets are Lusertedat fLxed locations of the packet stream. In other

words, the control action at the traffic generator when the network is congested is to

enlarge.the packet interarrival time. The configuration is shown in Figure 5-27.

Traffic
File

Rate a

IdlePacketIInsertion J

Uplink Packet Stream

Figure 5-27. Traffic Generation Configuration B Considering Congestion Control

The counter reads (a x uplink transmission rate) pkt/sec from the trafficfileand also

inserts(b x uplink transmission rate) idlepkt/sec in the stream. Note there are both

information packets and idlepackets in the source file.The sum of a and b isequal to 1.

The values of a and b are adaptable based on the satellitecongestion status.

An example isgiven below. Initially,the TG generates trafficwhich resultsin switching

loading of 0.9. No idlepackets are inserted. In this case a = I and b = 0. However,

there are 10% of idlepackets in the trafficfile.Then the the trafficloading forbeam I is

changed from 0.9 to0.95. In thiscase,there are 5% ofidle packets in the trafficfile.To

reduce the switch loading to 0.9,additional of 5.3 % of idlepackets must be generated

(i.e.,b=0.053). The derivationfora and b isshown below.

0.95 x a

0.05 x a + 0.95 x a + b = 0.9,

a+b= 1.0.

Therefore, a = 0.947 and b = 0.053.

These idle packets are inserted at fixed locations of the packet stream. The locations of

the idlepackets can be determined using table lookup and a counter. When the count

matches a value in the lookup table,an idle packet (or a group of idle packets) is

inserted at the packet stream. Differentlookup tablesare used for "differentvalues of b.

These tablesare pregenerated. Clearly,due to the generation ofadditional idlepackets,

the queueing delay of the information packets in the source filebecomes longer. The

queueing delay can be measured by computing the differenceof arrivaltime stamp and

the departure time stamp. Although thisscheme has packet queueing capability,ithas

no prioritycontroland packet dropping capability.

For fileformats III,IV, and V, eight timers are used to generate signals to transmit

information packets to the corresponding downlink beam. The value of a timer depends

on the congestion status of the corresponding downlink beam. When the switch is

congested, the timer value is increased. When a timer expires, the current time is

compared with the time stamp of the next information packet header in the
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cox_responding record_ If tlxe current time is larger than the time stamp of the _acket,

the information packet is transmitted out. If the current time is smaller than the time

stamp of the packet, it means the packet has not actually arrived yet; therefore, an idle

packet §hould be generated. Although this scheme has packet queueing capability, it

has no priority control and packet dropping capability.

For fileformat VII, the arrival times of the packet are not taken into consideration.

Clearly, the arrivalprocess of the packets can be assumed to be random. Since only a

pool ofsample information packet headers are available,to appraximately represent the

real traffic, idle packets are inserted at fixed locations of the output packet stream. For
example, using an 8-bit counter, the number of idle packets which can be inserted in 255

packets is from 0 to 255. The number of idle packets, which should be generated, is a

design decision. If there is no idle packet, the link utilization is 100% and the network

is congested quickly. When the network is congested, then the number of idle packets
which needs to be inserted is increased. To maintain a _ utilization of 0.9, the

number ofidlepackets which should be inserted should be about 26 packets. Inserting

more idle packets is equivalent to reducing the information transmission rate. This

scheme is the most unrealistic, but is has the simplest hardware. Although this scheme

has packet queueing capability, it has no priority control and packet dropping
capability.

5.4 Recommendation

Depending on the consideration factors,the recommendation for implementing the

trafficgenerator willbe different.A general comparison between the on-lineand off-line

approaches isprovided in Table 5-9.

Table 5-9. Comparison between On-line and Off-line Traffic Generation

storage complexity preprogramming selectable traffic cost
time patterns

on-line low high small few high

off-line high low large all low

The firstoption is to use off-linedynamic trafficgeneration. Although the off-line

approach issoftware-intensive,ithas the advantages of low cost and flexibilityof using

any source queueing model. Two fileformats are desirable. Fileformat H requires the

least amount of hardware; the packet arrival time and its associated header are

pregenerated for the entire testing duration. File format VI has the least amount of

memory requirement. The busy/idle status is pregenerated for the entire testing

duration and only a small amount of sample packet headers are pregeneratecL To select

a packet from the sample packets, a random number isgenerated and inverse transform

technique isapplied to selecta unique sample packet. Congestion controlisachieved by

insertingidlepackets in the packet stream such that the packet interarrivaltime of the

trafficfilecan be enlarged.
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The second option is to user on-line dYnamic traffic generation. Although theon-line

approach is hardware-intensive, it has the advantages of little programming time and

flexibility of changing the traffic characteristics in real time. The hardware to generate

the packets can be either a workstation plus the host-network interface or dedicated
hardware board. Congestion control is achieved by computing a new set of parameter

values for the packet arrival process in real time.

5.5 Other Implementation Considerations

5.5.1 Transrnission Link Emulation

To measure the end-to-end QOS, the impairment due to the satellite_ needs to be

taken into consideration. The satellitelinks generate two types of distortions:biterror

and delay. The links generate random bit errors and bursty errors (ifconvolutional

coding isused). The links alsogenerate a constant propagation delay (from the terminal

to the on-board switch) ofabout 0.135 sec.

There are two alternatives of emulating the transmission links (TLs). The firstis to

build a real TL circuit. The circuitis interfaced with the TG and the switch. The TL

circuitintroduces bit errorsand delay to the arriving packets. This alternativeissuited

for on-line real time traffc generation. A simple way of introducing bit errors is to

togglea bitin the packet every N cycles.

An on-linepseudo packet transmission link module, which introduces lossand delay,for

an ATM switch testbed was described in Reference 5-9. The pseudo packet transmission

link module was used to emulate the transmission link characteristics.This pseudo

transmission link module not only can introduce bit errors in packet or packet losses,it

but also can introduce constant and variable delay for differentconnections. This link

module can be used to emulate the satellitelinks and perceive the impairments of the

links to the performance of real trafficsuch workstation trafficand LAN traffic.

Currently, ADTECH SX/13 data channel simulator, which operates at 51.84 Mbit/sec, is

available in the market.

The second is to introduce bit errors off-line. The network simulator can be

programmed to generate bit errors based on the selected error distribution. Another

(virtual)testing fieldis used in the packet header to indicate the number of bits is

errored and the bit positions. Due to the error bitsin the packet header, the packets

may be routed to the wrong destination or may be discarded at the destination. To

introduce a fixed end-to-end delay isquite simple. The TG willnot generate trafficfor

0.135 sec afterthe testbed startsrunning.

5.5.2 Feedback Traffic Generation

To perform congestion control, the network controller must generate congestion control
messages on-line and in real time. However, since the frequency of sending congestion

control messages is very infrequent, the hardware complexity is low. A pseudo delay

element of 0.135 sec is required to insert between the TC- and the network controller. In
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general, the delayelement is implemen_d by a RAM. The pseudo delay element can be

a separate unit or be part of TG or network controller. Since the network controller is

responsible of generating congestion control messages, it is easier for the network

controller to introduce the delay. The network controller holds the message for 0.135

sec before it sends out the message.

The network controller broadcasts the congestion control message to allthe output

ports. There are two alternatives.The firstisthe OBSC sends the message through the

localbus to the output port. The output port is programmed in such a way that the

message is always inserted at a fixed location in a multiframe structure. The second

alternativeisthatthe OBSC participatesoutput contention to send the message to all

the output ports. The measurement resultscan be storedin registersof the output port.

The OBSC can use a localbus to access the registerinformation in individual output

ports.

5.5.3 Packet Receiver Measurements

To analyze the performance of the switch, the characteristics of the traffic sources, and
the effectivenessof the congestion control algorithms, differentmeasurements have to

be performed at the switch and the packet receiver.The measurements include

a) packet interarrivaltime

b) number of packets in a given interval

c) index ofdispersion for counts

d) index ofdispersion for intervals

e) number oflosspackets foreach priority

f) number ofmisinserted packets foreach priority

g) totalnumber ofpackets for each priority

h) packet switching delay (jitter)for each priority

i) packet end-to-end delay (jitter)foreach priority

j) congestion controldetectiontime

k) congestion controlresponse time

l) congestion controlrecovery time

The packet interarrival time can be used to calculate the firsttwo moments of the

packet arrival process and used in the time comparison fittingalgorithm discussed in

Section 3. The number of packets in a given interval is required in the number
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comparison fitting algorithm. The IDC and IDI can be used to characterize the packet

arrival process. The number of loss packets and the total number of packets can be used

to calculate the packet loss ratio. The distinction for packet loss due to errors,

congestion at the satellite, or rate-based control at the traffic generator should be made.
The total number of packets can be used to calculate the switch throughput. The packet

switching delay can be used compute the mean average transfer delay and delay jitter.

The output traffic profile can be used to analyze the relationship between the output
traffic pattern and the input traffic characteristics. The queue length should be

measured at the output queue.

5.6 Commercially Available Traffic Generator

A survey of the available traffic generators is presented.

5.6.1 Microwave Logic PacketBERT-200

The PacketBERT-200 is a pattern generator with error injection capability and a

pattern receiver. The generator can be operated from DC to 200 Mbit/sec. The data

field (the packet payload) and the overhead field (the packet header) are user

programmable. The data fieldcan also be pseudo random bit sequence. Two separate

RAMs are used to store the (prespecified)data fieldand the overhead field.The RAM

size is 64 kbits. However, the sequence of reading the data from the RAM is

deterministic. Although itisequipped with IEEE 488 and RS-232 bus, the bus isused

only foroff-linedata download.

To be more flexible,a ping-pong data RAM and overhead RAM can be providecL The

contents can be downloaded using the IEEE 488 or RS-232 bus such that different

patterns can be generated rather than repeating the same pattern.

5.6.2 ADTECH ATM Cell Data Generator

The ATM celldata generator can generate up to 16 independent _. Each link may

consistof multiple VPIs and VCIs. The arrivalqueueing model for one channel can be

selectedfrom one ofthe followingmodels:

i. singlemanual: using keyboard to triggera singlecell.

2. burst manual: using keyboard to triggera singleburst ofcells

3. singleperiodic:singlecellarrivals with a fixed period from 2 to 224

cells.

4. burst periodic: cell bursts with a fixed period from 2 to 224 cells and

a burst length of 1 to 216 cells.
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5. single Poisson: single Cells arrivals following the Poisson

distribution.

"6. burst Poiason: arrivals of bursts following the Poisson distribution

and a burst length of I to 2IS mils.

Each output link is a multiplexed stream of up to 7 different channels. The cell

generator can hold up to 112 user-programmable cells(header and payload) and HEC
errors. Each channel can selectone ofthe 112 cells.

A cellgenerator With SONET interface,four output _ and each running at 155.62

Mbit/sec ispriced for$41,700.

5.6.3 HP 75000 Series 90 ATM Analyzer

HP announces a complete set of testingequipments for ATM. They can be used to test

the physical layer,the ATM layer,and the AAL layer.

The HP E1691A ATM Generator generates cells with a rate of 149.76 Mbit/sec. The

Generator can generate up to nine virtual channels. The cellheader and payload are

user programmable. The cellarrivaldistributionfor each channel can selectone ofthe

followingmodels:

i. single.

2. periodic.

3. singleburst:a burst sizeof I to 8 cells.

4. periodic burst: a burst size of I to 8 cells.

The maximum payload sizefor AAL type i is 8 cellsand for AAL type 2 is 16 cells.The

Generator has error injectioncapability.

The ADTECH and HP trafficgenerators are very specific to ATM applications.

Although the Microwave Logic trafficgenerator can generate packets with any size,it

does not have the capabilityof generating trafficpattern following a certain statistical
distribution.

Based on the high-level functional specificationsfor the TG, the configuration of the

FPS test bed along With development support modules is shown in Figure 5-28. The

functional requirements for each module are described below.
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Figure 5-28. Functional Block Diagram of Tastbed

5.7 Testbed Configuration

5.7.1 Network Simulator

The network simulator is the user interfaceto the testbed. The network simulator is

responsiblefor trafficfile generation and testbed configuration File generation. Both of

the trafficfde and configuration filecan be saved for later use. It implements the

generic trafficgenerator algorithm. Users choose the proper source queueing models for

each TG or they can manually create the trafficfile.Users also configure the testbed

and define the performance measurement parameters. Users may want to collect all

the measurements or select only a subset of the measurements. The testing duration

can be either manually controlled (such as start and stop) or programmed. ARer the

required parameter values are entered, the program will be running for a specified

duration. The output of the program will contain traffic profiles for eight TGs. The

duration of a traffic profile must be larger than the test duration for performance
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measurement. Then the network simulator downloads the traffic profiles'to the
respective TG.

5.7.2 Traffic Generator

The TG takes the traffic profile from the network simulator as input. All eight TGs are
synchronized so that they can start generating packets at the same instant. Then the

TG generates electronic packets in real time based on the traffic profile.

The TG will respond to the congestion message received from the network controller.

When the switch is congested, the TG will execute the traffic reduction algorithm.

When the switch is underutilized, the TG will execute the tm_c increase algorithm.

5.7.3 Network Controller

The function of the network controller is to commuaicate with different modules in the

testbed and verify the testbed operation. At the beginning of the test, it receives the

configuration file from the network simulator and performs hardware initialization and

parameter setting. For example, it accepts the input parameters for the congestion
detection algorithm. It synchronizes all the modules in the testbed. It initializes the

packet receiver so that the measurement data can be collected. At the end of testing,

the measurement data will be downloaded to the network simulator for performance

analysis. When it receives the switch loading from the switch, it performs congestion
detection algorithm. The algorithm translates the switching loading into a congestion
message, which contains the traffic reductionfmcrease information. It is desirable if the

network controller can display the measurement data on line and in real time.

5.7.4 Packet Receiver

The function of the packet receiver is to ack as a packet sink, perform measurements

and store data The measurement should be performed for each VCN. The performance
measurements include switch loading, number of lost packets, bit errors on packets,

packet delay, packet delay jitter and misinserted packets. The arrival packets are

stored in an output i'fie for postprocessing. It is desirable the users can specify the

number of packets to be captured for a particular VCN or for the entire packet stream.

The start of capture can be triggered by the user manually or by an event defined by the

users. The possible events are the number of errored packets exceeds a limit or the
delay jitter exceeding a limit.
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Section 6

Conclusion

There are several trafficmodels that have been widely used in the past to test

telecommunications equipment and terrestrial/satellitesystems. A difficultyarisesin

adopting a particular model to emulate various types of live traffic. Traffic types

radicallyvary according to telecommunications services(voice,stream data, interactive

data, low/high speed video,image), user communities (serviceindustry, manufacturing,

banking, hospitals,etc.),and communications media (e.g.terrestrial,fixed satellites,

and mobile satellites).Even within a very small aperture terminal (VSAT) network,

trafficcharacteristicsvary from one serviceapplicationto another. Therefore, flexibility

to generate differenttypes of simulated trafficbecomes most important in designing a

trafficgenerator.

Among the several alternatives investigated in this report, the Markov-Modulated

Poisson Process (MMPP) is one of the most flexiblemodels and is recommended for

implementation. This model can generate a mix of circuitand packet switched traffic

and has also been widely accepted as a better model for emulating real traffic.With

proper selectionof parameters, the MMPP degenerates to a Poisson process as a special

case. Although the MMPP model provides flexible trafficemulation, the traffic

generator should be designed to allow accommodation of other models to emulate

user/servicespecifictrafficscenarios.

Congestion is an inherent characteristicof a packet switched system and requires a

proper control mechanism to avoid performance degradation. A tradeoff exists between
the size of on-board buffer and the switch performance (i.e., a throughput, packet loss

ratio,delay, and delay jitters).Although analyticalas well as simulation resultshave

been presented in the previous studies(Task Order #2 and SCAR BISDN study), thisis

a complex issue and willbe most effectivelyhandled using a testbed facility.Real time

operation with flexibletrafficmodels will emulate the operational system and will

provide more realisticresults on the effectivenessof a selected control algorithm. The

report includes design guidelines for selectingproper trafficsimulator parameters to

perform congestion controlexperiments.

A trafficgenerator may be implemented using one of two approaches. The first

approach uses hardware to generate packet arrivaltimes according to a selected traffic

model. The second design approach utilizesa separate workstation to generate a traffic

profde off-line(arrival times) according and implements packet multiplexing and
transmission functions in realtime in the trafficgenerator. The hardware-based system

ismore complex but allows real-time operation ofa trafficgenerator to emulate various

trafficflow scenarios. The software-based system is more flexibleand possibly lower

cost to develop. However, trafficprofilegeneration for differenttrafficpatterns may

take significantlymore time than the hardware-based system (in the order of several

hours).
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Inresponse to a congestion control message, the trafficgenerator dy_micA11y _mtrols

itsoutput by increasing or decreasing the inter-packettransmission time. The network

controller performs processing of switch congestion status messages, implements a

congestion controlalgorithm, and generates controlmessages for the trafi_cgenerators.

In the operational system, these functionsmay be incorporated into the user terminals.
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